
DTIC
JUN 1 41990

N

IN
ADVANCED COMMUNICATION PROCESSING

TECHNIQUES

by

Robert A. Scholtz

CSt-90-04-01

Ip c N



RForm Approved
REPORT DOCUMENIAiION PAGE 0,MB No. 0704-088

Public reporting burden for this collection of information is estimated to average i hour oer response. including the time for reviewing instructions searching existing data sources.
gathering and maintaining the data needed, and completing and reviewing the collection of nformation. Send comments regarding this burden estimate or any other aspect of thiscollection of information. ,ncludng suggestions for reducing this burden to Washington Headguarter Services. Directorate for information Operations and Reports, 121S Jefferson
Davis Highway, Suite 1204. Arvngton. JA 22202-4302. and to the Office of Management and Budget Paperwork Reduction Proect (0704-0188). Was ington, DC 20503.

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED

1 1990 Final 13 Feb 89 - 30 Jun 90

4. TITLE AND SUBTITLE S. FUNDING NUMBERS

Advanced Communication Processing Techniques DAALO3-89-G-0016

6. AUTHOR(S)

Robert A. Scholtz

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION

REPORT NUMBER

Univ of Southern California
Los Angeles, CA 90089-0272

9. SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/ MONITORING

U. S. Army Research Off.Lce AGENCY REPORT NUMBER

P. 0. Box 12211 ARO 26634.1-EL-CF
Research Triangle Park, NC 27709-2211

11. SUPPLEMENTARY NOTES

The view, opinions and/or findings contained in this report are those of the
author(s) and should not be construed as an official Department of the Army
position, policy, or decision, unless so designated by other documentation.

2a. DISTRIBUTION / AVAILABILITY STATEMENT 17b. DISTRIBUTION CODE

Approved for public release; distribution unlimited.

13. ABSTRACT (Maximum 200 words)

This document contains the proceedings of the workshop "Advanced Communication
Processing Techniques," held May 14-17, 1989, near Ruidoso, New Mexico. Sponsored by
the Army Research Office (under Contract DAAL03-89-G-0016) and organized by the Com-
munication Sciences Institute of the University of Southern California, the workshop had as
its objective "to determine those applications of intelligent/adaptive communication signal
processing that have been realized and to define areas of future research."

We at the Communication Sciences Institute believe that there are two emerging areas
which deserve considerably more study in the near future: (1) Modulation characterization,
i.e., the automation of modulation format recognition so that a receiver can reliably demod-
ulate a signal without using a priori information concerning the signal's structure, and (2)

Continued on back

14. SUBJECT TERMS 15. NUMBER OF PAGES

Workshop, Advanced Communication, Communication Signal 476
Processing, Modulation Characterization, Adaptive Coding 16. PRICE CODE

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT

OF REPORTI OF THIS PAGE OF ABSTRA"T

UNCLASSIFIED UNCLASSIFIED UNCLASSIFIED UL
NSN 7540-01-280-5500 Standard Form 298 (Rev 2-89)

Prescribed by ANSI Std Z19-.298-102



ABSRACT CONTINUED:

the incorporation of adaptive coding into communication links and networks. (Encoders and
decoders which can operate with a wide variety of codes exist, but the way to utilize and
control them in links and networks is an issue.) To support these two new interest areas,
one must have both a knowledge of (3) the kinds of channels and environments in which the
systems must operate, and of (4) the latest adaptive equalization techniques which might be
employed in these efforts.

The first two days ot the workshop were occupied by four sessions, each session headed by
a panel of acknowledged experts from industry and academia. Each panel was commissioned
to survey past efforts in a particular problem area and to propose problems which need
further study. The topics for these four sessions were (a) military communication channels,
(b) current issues in equalization, (c) adaptive coding for error correction, and (d) modulation
characterization. The fifth session of the workshop, held on the morning of the third day,
was available for three purposes: (1) To extend, if desired, any discussions from the previous
four sessions, (2) To summarize and critique the content of the workshop, propose other
topics for future discussions, etc., and (3) To discuss perceived problems in carrying out
future research, e.g., funding, communication of results, etc.



I
I
I

ADVANCED COMMUNICATION PROCESSING TECHNIQUES

I
The proceedings of a workshop sponsored by the

U.S. ARMY RESEARCH OFFICE
P.O. Box 12211

Research Triangle Park
North Carolina 27709

under Grant No. DAAL03-89-G-0016

and the

COMMUNICATION SCIENCES INSTITUTE WI

Department of Electrical Engineering C ,
University of Southern California 6

Los Angeles, CA 90089-0272

Aceion For

NTIS CR..&

DIC T A B

May 14-17, 1989 u,, c~d

By

Av Ikbilly Codes

i IorDist SL",: la

f--I



TABLE OF CONTENTS
Cover Page ................................ Page i.

P reface ............................................................................................ iv .

Session 1 - Modulation Characterization ............ 1

Introduction - Charles L. Weber ....................................... 1

Bart Rice - Automatic and Interactive Signal
C lassification .................................................. 3

Mark Wickert - Modulation Characterization Using
Rate-Tone Generation Systems ............. 263 Steve Stearns Statistical Pattern Recognition

versus Model-Based Approaches to
Signal Classification ......................... 42

Edgar Satorius - Application of Neural Networks to
Signal Sorting ..................... 58

Interactive and Automatic Signal Analysis
by Bart R ice ............................................. 77

Session 2 - Communication Channels ........ 104

Introduction - William C. Lindsey .................. 104

Phillip Bello - Radio Frequency Channels ............... 114
Kenneth Wilson - Optical Channels ............................ 150
Paul Sass - Wideband Channel Measurement

Experience ................................................ 1673 Allan Schneider - Delay Spread Estimation for
Time Invariant Random Media ............ 196

US Army Communications - Electronics Command
Wiueband Propagation Measurement
Systems (by SRI International) ......... 225

i Session 3 - Current Issues in Equalization ....... 242

i Introduction - Dennis Hall ....................... 242

John Proakis - Overview of Adaptive Equalization.. 242
John Treichler - Adaptive IIR Equalization,

Frequency Domain Adaptive Filters ..... 255

11.



John Cioffi - Algorithms for Multipath,
Multitone Equalizers ............................... 269

Brian Agee - Blind Adaptive Signal Restoration ...... 287

Session 4 - Adaptive Coding ........................... 332

I Introduction - Robert Peile ................................................ 332

3 Vedat Eyuboglu - Coding and Equalization ........... 334
Allen Levesque - Error Control for the HF Channel .. 344
Robert Peile - Adaptive Channel Modelling Using

Hidden Markov Chains ......................... 357
Seymour Stein - Systems Perspectives ........................ 384

I Session 5 - Wrap-Up .................................................. 402

Introduction - Robert Scholtz ........................................... 402

Marvin Simon - New Ideas on Differential Detection
with Multiple Symbol Memory ......... 402

Paul Sass - Issues in Tactical Networks ..................... 425
Dennis Hall - Overview and Comments .......................... 454
Robert Peile - Overview and Comments ........................ 458
William Lindsey - Overview and Comments ................ 448
Charles Weber - Overview and Comments ........... 450
Herman Bustamante - 1105B Communication

Subsystem for Satellite Channels .... 461

Attendees

U A ddresses .................................................................................. 47 1
P hoto ............................................................................................ 4 7 5
Photo Key .................................. 476

iii.



PREFACE

This document contains the proceedings of the workshop "Advanced Communication
Processing Techniques,' held May 14-17, 1989, near Ruidoso, New Mexico. Sponsored by
the Army Research Office (under Contract DAAL03-89-G-0016) and organized by the Com-
munication Sciences Institute of the University of Southern California, the workshop had as
its objective "to determine those applications of intelligent/adaptive communication signal
processing that have been realized and to define areas of future research."

We at the Communication Sciences Institute believe that there are two emerging areas
which deserve considerably more study in the near future: (1) Modulation characterization,
i.e., the automation of modulation format recognition so that a receiver can reliably demod-
ulate a signal without using a priori information concerning the signal's structure, and (2)
the incorporation of adaptive coding into communication links and networks. (Encoders and
decoders which can operate with a wide variety of codes exist, but the way to utilize and
control them in links and networks is an issue.) To support these two new interest areas,
one must have both a knowledge of (3) the kinds of channels and environments in which the
systems must operate, and of (4) the latest adaptive equalization techniques which might be
employed in these efforts. .

The first two days of the workshop were occupied by four sessions, each session headed by (
a panel of acknowledged experts from industry and academia. Each panel was commissioned
to survey past efforts in a particular problem area and to propose problems which need
further study. The topics for these four sessions were (a) military communication channels,
(b) current issues in equalization, (c) adaptive coding for error correction, and (d) modulation
characterization. The fifth session of the workshop, held on the morning of the third day,
was available for three purposes: (1) To extend, if desired, any discussions from the previous
four sessions, (2) To summarize and critique the content of the workshop, propose other
topics for future discussions, etc., and (3) To discuss perceived problems in carrying out
future research, e.g., funding, communication of results, etc.

All sessions were tape-recorded and transcribed in an effort to accurately preserve the
sense of the discussions. Transcripts of presentations were edited for clarity and for inserting
references to the speakers' slides, and the results were approved by the presenters. Hence
the following proceedings are, for the most part, not formally prepared papers, but edited
transcriptions.

Special thanks for the timely and high-quality production of these proceedings go to
Cathy Cassells and Milly Montenegro, the workshop administrative assistants. Thanks for a
job well done also go to Monisha Ghosh, David Rollins, and Michael Rude, who supervised
the recording process, and edited the transcriptions of the sessions.

Dr. Robert A. Sch z
Workshop Chairman

iv.
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ROBERT SCHOLTZ: Welcome to the helpers over here: Dave Rollins, Monisha
Workshop on Signal Processing Applications Ghosh and Mike Rude. They're all Ph.D.
in Communications. This workshop is jointly students at USC; they're working in various
sponsored by the USC Communication Sci- aspects of some of the session topics. They
ences Institute and by the Army Research may come up to you and ask you what your
Office. Complaints or constructive criticisms, name is because they're trying to keep track
whatever ... please pass them on to me or to of who is asking questions and that sort of
Dr. Sander (ARO) in the back - Bill, please thing, to make it easier for the transcriber to
wave your hand - and Jim Gault (ARO) - is get that information into the record. So don't
Jim here? - Jim, over here, as well. look funny at them if they look at your name

I'd like to say a few words about the pro- tag or ask you who you are.

cess that we're undertaking here. We're go- OK, with that I'd like to turn this first ses-
ing to transcribe the full proceedings of the sion over to Chuck Weber who'll introduce his
workshop, that is, both the talks and the dis- panelists. We're not going to coffee break of-
cussion. So we'd appreciate your help. When ficially until all the formal presentations are
you have to ask questions, we have a mike over and these speakers get their five min-
here and we'll pass it to you. If possible re- utes' say about what they think the area is.
member to state who you are so that in the After the coffee break, I really want to open
transcription we can even say who asked the the session to total discussion. So make some
question, unless you want to remain totally notes. If you have a penetrating question,
anonymous. If you really want to remain write it down. If you have a little question,
anonymous, write the question on a piece of that's just, "Is that an x or a y, because I
paper and pass it to one of my helpers and can't read it?" that's fine. Ask that during
they will get it up to the chairman of the their presentation. But save the penetrating
panel who will ask the question. ones for the discussion time, and we're leav-

I All speakers, I would appreciate it if you ing well over an hour in each session for just

would get copies of your viewgraphs to Milly. interchange between panelists and attendees.

Milly, would you stand up? Milly is in the Charles, you're on ....

back of the room. She is the administra-
tor of the whole workshop. If you have fi- CHARLES WEBER: Thank you,
nancial problems or whatever, talk to Milly. Robert, and good morning. I've told each
[LAUGHTER] She will also be correspond- of the panelists that I would give them 15
ing with all the speakers, so you will get or 20 minutes each and I will take zero time
copies of our transcription for your editing be- for me. So the first thing we'll do is vio-
fore the publication of the proceedings. The late that. [LAUGHTER, PAUSE] This might
whole process typically will probably take un- even work!

til about November, would you say Milly? In order to at least get us started, I have
December, that's usually when the proceed- put together a viewgraph or two of what
ings will come out transcribed, edited and might be considered motherhood, addressing
published. Every attendee will receive a copy issues that may come up in the question ses-
in the mail. sion, addressing what the goal of modulation

SI would also like to introduce my three characterization is (in lots of noise!).

3



Modulation Characterization

Environment:

* Signal Structure Known, Except for a
Set of Parameters

* RCVR Noise - AWGN

* Possible Narrowband and/or
Wideband Random Interferences

* Filtering Effect / Channel Distortion
- Excess Modulation

* Need for Adaptive Equalization

* Fading / Multipath
* Need for Channel Characterization

Modulation Characterization

oal: Exploit Profile of Selected Digital Signals
to perform Det./ Est./ Classification

Tools: * Likelihood Functionals & Their Tests
* Suboptimal Versions (GLF)
* Parameter Estimation
* Time/Frequency Correlation Tests

Ex. SPCR, Wigner-Ville Dist.
* Ad-Hoc Schemes (e. g. Feature

Extraction, Pattern Recognition)* Neural Nets

Criteria:
* Prob. of Detection and False Alarm
* Variances of Parameter Estimators
* Prob. of Correct Classiflcsation

and Rejection 0
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In the exposure I've had to modulation band, channel effects, channel distortions,
characterization, which is not extensive when and excess modulation.
compared to what some of you in the au- One of the reasons for this viewgraph is
dience have had, I'm viewing it as develop- to kind of give you a measure of how the
ing methods and algorithms which exploit workshop came about. We originally decided
the profile of the selected digital - I guess that it would be on modulation characteriza-
it wouldn't have to be digital a signal, but tion, and came to the conclusion that we're
that's how I'm looking at it - and to per- really not going to be able to do four ses-
form detection, estimation, and classification sions on modulation characterization. So we
within a set of candidates. We could cer- wanted some sessions that would essentially
tainly use the maximum likelihood and gener- be in areas that would complement modu-
alized likelihood functionals, and suboptimal Lation characterization. What came to our
versions of those. In addition, there is pa- mind was adaptive equalization and channel
rameter estimation of those parameters tha' characterization as areas that would be very
we're not completely sure of in the waveform closely connected to modulation characteri-
that we're characterizing. Then there is a zation, and we believe that that's certainly
variety of schemes, correlation tests, spectral the case.
correlation (which I have abbreviated SPCR) OK, that's really as much as I wanted to
Wigner-Ville. There's a whole list of time- say, just about, n terms of an introduction.
frequency correlation methods and then more The first speaker - the first real speaker - is
ad hoc scheming, feature extraction, pattern Bart Rice from Lockheed, and he's going to
recognition, and one I recently added, neural tell us about the automatic and interactive -
nets, because Ed Satorious is going to tell us I put a few extra letters in there - signal clas-
a little bit about this before this morning is sification. [LAUGHTER] Well, that's just a
over, namely how neural nets will fit poten- test for us to see whether we're really going
tially in modulation characterization, to be able to pull this off .... Bart, can't you

I've also listed a couple of criteria. The tell? [LAUGHTER] If it was anybody else, I
standard Neyman-Pearson approach for de- wouldn't say ....
tection, variances for parameter estimation, BART RICE: Automatic and Interac-
and probability of direct classification and tive Signal Classification
rejection, if it happens to be an environ- I'm going to talk principally about a
ment which involves more than just Neyman- project that had to do with automatic charac-
Pearson criterion. Hopefully therc will be terization of signals in voice channels. We've
comments and additions to this before we're also done some work in the RF arena, where
through. we've also characterized automatically the

The second and last viewgraph, which kinds of signals that can appear there. I think
we can do in zero time, is to at least say the relevant points can be made by talking
something about the environment. He:e about our VCPM, our "voice channel pro-
we assume some candidate known signal is cessing module" [VIEWGRAPH #2]. I guess
present except for possibly a set of parame- the lesson on this picture [VIEWGRAPH #3]
ters, receiver noise, a variety of interferences is that a system that did this kind of thing
which might be narrowband and/or wide- was actually built and worked, and performed

3



SIGNAL ANALYSIS

BART RICE

ELECTRONIC SYSTEMS ARCHITECTURE

VIEWGRAPH 01

VOICE CHANNEL

SIGNAL PROCESSING

VIEWGRAPH *2
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all of the engineering functions as well as the out?" We would look at those pictures and
algorithmic functions to recognize the differ- say something like, "Well, if it's an FSK and
ent kinds of signals that could appear. We you put it through a frequency discriminator,
would take in up to 300 channels that were you get a square wave that looks distinctive.
frequency division multiplexed (FDM). We How can we capture that in a feature that we
had a transmultiplexer that would take an could use in a clustering program to separate
FDM baseband into TDM form. The "Con- FSK from other modulation types?"
tinuous Channel Processor" was a box that Another thing we did was to see how ro-
performed 40-point transforms for the pur- bust these features were once we identified
pose of what we call coarse classification. We them. We did that in two ways. We var-
processed 300 channels in two Numerix 432 ied the signal-to-noise ratio and we also used
array processors, which are 30 Megaflops ma- three different channel filters. One filter was
chines. So, that's a lot of data to process in a a pristine filter which passed everything with
hurry, in a machine with modest capabilities. a flat passband and zero group delay. An-

The first thing we did was to decide if other one was a filter that had given our de-
the incoming signal was voice, because that modulator developers a hard time on a pre-
would be the case most of the time. If it vious project. It was their worst-case filter
wasn't, then we went on to our "fine clas- when trying to get the Godard algorithm to
sifier." Data channels were dumped in the converge for V.29-modulated signals. It had
AP's and ping-ponged between a left mem- an interesting and a very sharp group delay
ory to a right memory. While one memory characteristic. Another one simply attenu-
was filling up the other memory was being ated much of the upper-half band. It was,
processed in real time, and we had 150 chan- I think, representative of a lot of older tele-
nels going into each of the array processors. phone equipment that distorted the upper

The point of this [VIEWGRAPH #4] is part of the passband pretty badly. So, we
that the method by which we derived the al- used those three filters and required that our

gorithms was heavily based on graphics and features be robust, in the sense that their dis-

actually looking at various feature displays. tributions didn't change much when the sig-
That puts our techniques largely into the ad nals were passed through any one of those

hoc category that Chuck was talking about. filters.

However, we also used some of the other, In our coarse classifier [VIEWGRAPH #5],
more systematic methods, and I'll touch on we would perform interim decisions over a
those. Basically, our approach was tbis: we second. We would integrate those over about
identified a large number of features - and I'll 10 seconds, although later on, in both our
tell you in a minute how we derived the fea- coarse and fine classifiers, some of the fea-
tures - we created the software that would tures would be actually computed over much
create graphics and plot a variety of differ- shorter intervals. At the time we did this we
ent displays; we put tape on the wall and we weren't sure exactly how long feature com-
mounted the displays. We looked at these vi- putation would take. This chart [VIEW-
sual representations of the different modula- GRAPH #5] shows that the coarse classifier
tion types, and we said "What is there about had interim decisions, integrated decisions,
this particular modulation type that stands and there was a figure of merit associated

5
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with the quality of each decision. state many times in a row. That turned out

The fine classifier [VIEWGRAPH #61 to be a very useful idea when we were dealing

block diagram shows the flow of the algo- with real-world signals and real-world chan-

rithms, and it lists some of the features that nels.

were used. One of the problems we had was Let me give you some examples of some of
a system constraint - we were only sampling the features and the kinds of graphics that we
minimally. We had 4000 complex samples used to try to detect these things. This fig-
per second in a 4 kilohertz channel. Now, ure [VIEWGRAPH #10] shows fluctuations
that means that some of the things you'd in a voice signal. We took the envelope and
like to do, such as square the signal, look plotted it. These are three solid lines that
at the spectrum of the envelope, and com- look like they go together. The middle line
pute various other non-linear things, cannot is a long term average, the lines above and
be done, because often when you do non- below are thresholds above and below, and
linear operations you expand the bandwidth. the wavy line is a short term average of the
If you're minimally sampled that means that energy. We counted the number of threshold
the output of the non-linear operation is crossings in a certain interval. This technique
aliased. So, we had to design our recogniz- came from an off-hand remark of John Treich-
ers using only operations that didn't increase ler - that you could detect voice very quickly
bandwidth. This was a case where we had just from the fact that the energy fluctuated
to do some things that we knew were de- a lot. Once you think about it, it's obvious.
cidedly suboptimal, because of system con- This is the same picture with a QPSK sig-
straints. This figure [VIEWGRAPH #6] also nal [LAUGHTER] and you see that there are
shows the various classes that we were clas- no fluctuations at all, because it's relatively
sifying: voice, noise, frequency shift keyed, constant envelope. The short term averages
phase shift keyed (including QAMs and par- were 10 millisecond averages, and the long
tial responses), unknown, and multichannel term averages were 1 second averages.
voice frequency telegraphy. It could be FSK, We also used scatter plots [VIEWGRAPH
on-off keyed, or PSK in the individual chan- #12] quite a lot, and what we found was that,
nels. almost always, two or three of the features

In the fine classifier, we would perform were sufficient to characterize a given mod-
the interim decisions and then we'd integrate ulation type and separate it from the other
[VIEWGRAPH #8]. Then we would perform classes. We could almost always capture that
a secondary integration, where we would es- separation pictorially in one or two scatter
tablish what we call a "steady state." If we plots. This scatter plot [VIEWGRAPH #121
had gotten a certain number of integrated de- shows the crossings versus SNR. It shows that
cisions in a row that were the same, we said, you get a lot of crossings for the voice and
"OK, we're in a steady state in that modula- very few for the bauded signals.
tion type," and, therefore, to declare a change This is another scatter plot [VIEWGRAPH
- that is, declare that we'd gone off or de- #13] for a different pair of features. It il-
clare a change to a different modulation - we lustrates how the signals separate. This is a
had to have something extraordinary happen, power spectrum of a simulation of an R.35
like declaring a different class from the steady [VIEWGRAPH #14] multichannel telegra-

8
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phy signal. What stands out to you about different, and the assumed distribution just
this? It's the peak/valley structure of the wouldn't have been right. But, the thresh-
spectrum. How do you capture that? We ob- old would have still been good. If you take
served that if we shift the picture so that the a Bayesian approach, you get into likelihood
peaks line up over the valleys, then the cor- ratio functions and probabilities of correct de-
relation is low. Here's another one [VIEW- cisions based on the implicit assumption that
GRAPH #15], for an R.31, in which the chan- the computed feature values are independent
nels are on-off keyed, and this has some noise samples from the distribution. This picture
on it. The Cepstrum [VIEWGRAPH #16] [VIEWGRAPH #17] is based on an ensem-
also contains an obvious feature, but we did ble of signals. For a given MCFSK signal,
not use it because it was not robust and it the feature values would have come up consis-
required additional computation. tently in one of the two clusters, and therefore

the computed values were not independent.
Here's a one dimensional plot [VIEW- So, a given signal with given characteristics

GRAPH #171 that we used. It shows the yields a distribution of the feature which may
distributions of this feature worked for the not be representative of the distribution as a
different modulations. We took the spectrum whole. We'd have been fooling ourselves by
and we correlated it against itself at an off- computing a quality measure based on, say,
set of about 30 hertz, which is a reasonable successive feature values from the same signal
channel separation for these kinds of signals and assuming that the feature values so ob-
in this environment. And, you see that, for taned were representative for the whole en-
the multichannel signals, the correlation was semble. So, we didn't do it.
much lower than it was for the single channel
FSK and the PSK classes. Voice and ana- Of course, sometimes you can select fea-
log fascimile were easily separated by other tures from the spectrum of the signal it-
means. So, to separate the multichannel sig- self. There's an FSK with integer modulation
nal from the FSKs and the PSKs, this cor- index [VIEWGRAPH #181 and, of course,
relation technique did a very good job. By there are very distinctive peaks right at the
the way, this picture illustrates an important two keying frequencies. But, when you look
point. We would look at this picture and say, at the spectrum of an MSK [VIEWGRAPH
"We'll set a threshold at about 0.7. That #19], you just see a lump. It just looks
will be our threshold for that feature, and it spectrally like any other PSK or QAM sig-
will separate the multichannel signals from nal. But, if you look at the spectrum of the
the others." We might have been tempted to square you see two peaks, because the square
try something Bayesian and assume that the is an FSK with modulation index 1. Unfortu-
feature is Gaussian or has some known distri- nately, we couldn't compute the square. We
bution with some mean. We might then look were constrained by the minimal 4 kilohertz
at the distance between the computed fea- sampling rate. Note, by the way, that the
ture value and the mean. What we found out scales are different on the plots of the spec-
was that these distributions were very hard trum and the spectrum of the square. The
to characterize. The one here is bimodal. spectrum of the square is compressed by a
If we had run another case, the locations factor of 2 relative to the spectrum. This
of the clusters might have been somewhat is a useful display, because halfway between

12
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the two peaks is twice the carrier, which now lope. I could point out a number of other fea-
lines up right at the center of the spectrum tures that one can exploit in the signal anal-
above. But, what really stands out with MSK ysis mode. Quite a few of those are described
or with any FSK signal is the square wave in the attached paper, "Automatic and In-
that comes out of a frequency discriminator teractive Signal Analysis." For example, in
[VIEWGRAPH #201. If you take some nois- a bauded signal you see in the spectrum of
ier ones you can clean those up a little bit the envelope, or in the spectrum of the out-
with a median filter [VIEWGRAPH #21]. put of a delay-and-multiply process, a line at
Here's an example of a noisy one where you the symbol rate. In the spectrum of the en-
can see the 0's and l's, but when you put velope in a voice channel of a V.29 quadra-
it through a median filter it is much cleaner. ture amplitude modulated (QAM) signal, you
The signal was oversampled, and the median see a baud rate spike come up at 2400 hertz
filter contained 21 points. If you turn ei- [VIEWGRAPH #25]. The presence of a baud
ther of these last charts sideways and sum rate spike is one indicator that the signal is
"down the columns," you get what's called a a PSK or QAM. We also look at the spectral
"frequency histogram." [VIEWGRAPH #22] shape and bandwidth and the relationship of
Now, that's a very distinctive picture, this that baud rate spike to the bandwidth. Those
two-level frequency histogram. To capture are other features for deciding that you have
this bimodality of the frequency histogram a QAM or a PSK signal. If you try to de-
in a feature, we computed the mean, and modulate it, you don't obtain a recognizable
then we computed what we called an "up- "constellation." But, if you put the signal
per mean" and a "lower mean." The upper through a Godard equalizer, it starts to con-
mean was the mean of the values that were verge and you start to see the pattern emerge.
above the mean, and the the lower mean was The carrier must be "despun" also. In this
the mean of all the values that were below the picture [VIEWGRAPH #27], you can just
mean. Then we computed the variance about barely see a constellation leaking through;
the upper mean and the lower mean, and we but, if you run an automatic clustering al-
added those together to obtain the feature. gorithm [VIEWGRAPH #28], it'll converge

The one-dimensional distribution [VIEW- to 16 clusters. You could then identify the

GRAPH #23] shows that, for FSKs, the vari- specific modulation type on the basis of that

ance was much less than for &he other modu- convergence. This is a 4 x 4 QAM.
lation types. And, again, every one of these As mentioned before, you use not only a
features that we chose was robust. The fea- blind equalizer but also to despin the car-
ture distribution varied relatively little, the rier. In blind equalizer mode we used a car-
face of considerable channel distortion and rier tracking technique that I guess one of our
noise. fellow engineers rediscovered, but which Jim

In the development of our automatic signal Mulligan developed several years ago. It's
classification algorithms, we also did a lot of equivalent to one of the cases of the Goursat-
signal analysis. We developed a signal anal- Benveniste blind equalizer. Once the blind
ysis software package in which we were not equalizer has converged and the constella-
constrained by not being able to square the tion has been recognized, you can proceed
signal or look at the spectrum of the enve- into "decision directed mode." We have a

16
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PARTIAL RESPONSE SIGNALS

THESE MODULATION TYPES POSE A UIFFICULT CHALLENGE FOR THE SIGNAL ANALYST.
THE PRINCIPAL SIGNALS IN THIS CLASS ARE TERMED 'DUOBINARY* (CLASS 1).
"MODIFIED ;)UOJBINRY' (LASS q), AND "QUADRATURE PARTIAL RESPONSE" (OPR).
UTHERS INCLUDE CLASSES 2 AND 3 AND "OFFSET QUADRATURE PARTIAL RESPONSE"

(QQPR)

WHEIKEAS DESIGNERS OF COMMUNICATIONS SYSTEMS EMPLOYING GAM MODULATIONS

ATIliP1 I MINIMIZE INTERSYMBOL INIERFERENCE HY "PULSE SHAPING," PARTIAL
RESPONSE MODULATIONS REQUIRE THE DELIBERATE IMPOSITION OF 'CONTROLLED"

INTERSYdOL INTERFERENCE, WHICH MAY BE UNDONE AT THE RECEIVER. THE RESULT
IS VERY SA."IH SYMBOL TRANSITIONS AND REMARKABLY SPECTRAL EFFICIENCY -
2 SYMBLS PER SECOND PER HERTZ OF BANDWIDTH - THE THEORETICAL LIMIT
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software QAM demodulator [VIEWGRAPH ally new, but just some of the basics and
#29] that then converges further. You can some of the things that you can do for get-
see the trackers converge and go into tight ting rate tones out of digitally modulated sig-
constellations [VIEWGRAPH #30]. nals. [VIEWGRAPH #2] So we'll look at

There are quite a few other things we could the performance characterization, we'll look
talk about here You have to do some dif. at the bandwidth and delay optimization of
ferent things for duo-binary signals. [VIEW- the basic receiver, we'll look at way of mak-
GRAPHS #31, 32, 33] You don't see the ing the receiver not perform as well by us-
spike in the spectrum of the envelope but ing bandlimiting pulse shapes. I've got one
you see something in the 4th power. [VIEW- slide on just looking at multipath channel
GRAPH #34] performance. Then we'll go into more com-

Let me just close with a chart here that plicated receiver structures which use power
summarizes. This chart [VIEWGRAPH #35] series models for the nonlinearity. Next we'll
shows a number of properties of signals that look at the performance of these receivers
can be exploited for purposes of recogni- with very narrowband signals, we could also
tion: for voice, voice frequency telegraphy, consider an optimum structure. A lot of
frequency shift keyed, MSK. Besides a spike things have been done here, but just the high-
in the PSD of the 8th power of a quadrant- lights are presented here. The last topic con-
symmetric QAM, you'll also see a spike in the siders a more exotic transmission scheme or
4th power. You have to compute a long FFT communicator scheme, that will defeat even
to pull it out. a 4th power nonlinearity if you combine both

You can see that our approach to signal pulse shaping and amplitude weighting. So

classification was largely ad hoc, it was heav- basically what's going on all the way through

ily graphics-based, and it worked in a real- this is looking at it from two points of view.

time system. There are several things that One is a person trying to gather information,
have been done since - neural nets, some and the second point of view is the communi-
of the work that Jerry Mendel has been do- cator trying to make it more difficult for that

ing at USC on higher order cumulants as a person to get his information about your sig-

source for signal features - that one can use nal.

for clustering. This work represents some fer- Here we have the abstract that I originally
tile ground for further research. submitted for the workshop. [VIEWGRAPH

MARK WICKERT: Modulation #3] It's just telling you that rate tone gener-
Characterization using Rate-Tone Genera- ation of digitally modulated signals take ad-
tion Systems vantage of the cyclostationarity properties of

I want to begin with an outline of some the received signal to generate a rate tone.
of the things that I will talk about. [VIEW- These receiving systems work well for this
GRAPH #1] This is going to be considerably purpose, but if you design your signals prop-
more narrower in scope than what the first erly you can make these systems not work
talk was. well at all so that you can look at it from both

First I just want to go through, as an points of view. Some of the important things
overview of delay and multiply receivers are considering the modulation type, types of
which, I guess, is something that's not re- nonlinear operators, pulse shaping, and using
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amplitude weightings. The last item, some- This is just a look at what the output is
thing I'm not really going to talk about, but for a high signal-to-noise ratio case [VIEW-
something that does come up, is the type of GRAPH #5], just so it looks nicer. This is
spectral analysis (estimation) you would use the spectrum coming out of the delay mul-
to try to extract the features. tiply, and this is the fundamental rate tone,

the one that you're probably most interestedThis is just to define the delay and multi- in. This would be the third harmonic, this is
ply receiver. [VIEWGRAPH #4] The basic for a BPSK signal. The background at this
structure, this is a lowpass model - it could point is all self-noise because here we have a
be bandpass, this just happens to be the way very high signal-to-noise ratio. This was just
this figure was drawn - where the received an average periodogram spectral estimate.
signal is, in this case, a binary phase shift
keyed signal in additive white Gaussian noise. For moste te al t wenwre o-
You have two main parameters that you can ig ewne ob bet goesmYou avetwomai paametrs hatyoucanof the noise components because analytically
adjust at the receiver: the front-end prefilter- thene cment becau e lcling bandwidth and the time delay of the delay they're extremely difficult to calculate when
multiplyitelf. The basice sectrum thatdy you get to higher order nonlinearities. So inmultiply itself. The basic spectrum that youantemtojuifsmefthweav
observe at the output i,(t) consists of a de- atmtt utf oeo ht ehvo r ao tee - this plot shows the different contributionssired rate line component plus noise t of the different noise terms that showed up
In this case cl is the Fourier coefficient ofthe undmenal ateton. Terearesevralin the denominator on the previous slide. Ifthe fundamental rate tone. There are severalyo'epraigwtalw Ltthfon
spectral components that are related to the you're operating with a low N0 at the front
noise terms that you get when you go through end of the system, say -10 dB or lower, you

the delay and multiply, the self-noise or sig- can neglect the self-noise and you can also
nal x signal (self-noise), signal x noise, and neglect the signal x noise. So most of the

time were were operating in that regime. In
then noise x noise type terms, which all con-
tribute to the background noise that you have developing our performance measure signal-

to deal with when you're trying to resolve the to-noise ratio, a model that just has that one
noise term in it is used, thus things are a lotspectral line. The equation that gives youeairItsntrvalbtt'aloese.

the fundamental rate tone is this convolution easier. It's not trivial but it's a lot easier.
type integral in the frequency domain. The I guess another thing I didn't mention is
reason why I'm displaying this is that later that signal-to-noise ratios may not seem like
on this relationship plays a very important a valid measure, but some of the analyses
role in being able to make that rate tone go that we had done involved looking at receiver
away. In other words, this is the transform operating characteristics. The statistics are
of the basic pulse shape that comes through approximately Gaussian for large time band-
the prefilter, and then this is it shifted over width products, so that that was a reasonable
by whatever harmonic at the rate tone that measure of performance. We weren't working
you're looking at. We'll see later that if you with probabilities of detection and false alarm
just make these bandlimited pulses and have except at the very beginning.
it bandlimited to within one rate tone shift, OK, these are just some of the basic curves
you get no overlaps. You can then make the that you'd get when trying to optimize the re-
rate tone go away. ceiver. [VIEWGRAPH #6] The receiver has
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CSI WorkShop Modulation Characteralion

INTRODUCTION

J Rate tone generation systems (circuits) take advantage of the cyclostation-
arity of digitally modulated carriers to facilitate detection and estimation of the
symbol rate parameter. These systems provide good performance for signal
interception applications, however, the communicator can significantly re-
duce the probability of being intercepted by such a system with careful signal
design.

0 The following issues are important in the study of these systems:

" Signal Modulation Type

" Types of Nonlinear Operators

" Pulse Shaping

" Amplitude Weightings

" Spectrum Analysis Techniques

VIEWGRAPH #2

CS; WorksMp: Aodulaon Characterwujon

DELAY AND MULTIPLY RECEIVER

.(i) = A E 4&pQf - UT.) yWt
(t)= LPF IF

n(l) = AWGN with PSD N./2 $+ k

o The Detectability Performance Measure is the SNR at the Output of the
Second BPF (spectral analysis operator)

SNRO = Ic'
B [(s.. (A) + s... (A) + s.(

where

icil = Rate-Line Amplitude
A f P'r'P n_ f) d-2f(f

S, . = Signal times Signal (Self-Noise) PSD

S.x.(f) = Signal times Noise PSD

S,,,(f) = Noise times Noise PSD

VIEWGRAPH #3
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DELAY AND MULTIPLY RECEIVER CONT.

0 The Power Spectrum at e(t) using 0 For Intercept Receiver Applications
Averaged Periodogram Spectral Es- where low E,/No values are expected
timation. Note that the background it is reasonable to neglect the self-
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E./No levels, times-noise term
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to look at a particular spot in the frequency alize, but just have a limiting case where you
domain to pick up your modulated carrier, could get the rate line to go to zero. Then you
and then it has to set the parameters of the could back off on a or make it closer to 1 and
bandwidth of the front end filter, then set the you'd have a more gradual bandwidth roll-off.
delay time. This is just showing you what So that was hypothesized as a means of just
the optimum bandwidth normalized to the looking at the performance of the delay and
symbol rate is. It's about 1.5 and it's fairly multiply with that type of pulse shape, or at
broad, and the optimum time delay is about least something that gives you a variable pa-
0.5. This is for rectangular pulse shapes, the rameter allowing one to go from wideband to
standard types used for BPSK and QPSK. narrowband. There are lots of results com-
So this just gives an idea where an operating piled.
point might be for those types of modulation This is just one example in terms of how
schemes. your receiver would have to operate if this

Maybe I should explain this normalization pulse shaping was occurring. [VIEWGRAPH
because that's been a question before. The #8] This is just looking at as you change a.
(I)2 is just thrown in the denominator there Obviously when a goes to zero you get noth-
so the graphs can all appear stacked within ing because the overlap goes to zero. But
reasonable spacings of each other. Because the more important thing that you can ob-
it's a squaring or a quadratic type operation serve from this is related to the bandwidth
that you're going through, when the signal- parameter on the receiver front end. Recall
to-noise ratio drops you get the square of the that 1.5 was about in the middle of the op-
signal-to-noise ratio dropping the SNR at the timum region for the rectangular pulse. Well
output. So that just keeps the curves from now that you've put some pulse shaping on
getting too widely spaced. But they're basi- your transmitted signal, if you go with 1.5
cally all the same shape, even when you drop and you gradually decrease a, you can see
down in E that your performance is going down ratherNo *

OK, the next thing is just look at what rapidly. Whereas if you'd reoptimize the re-

happens if you do some pulse shaping. ceiver and have a narrow bandwidth ior that

[VIEWGRAPH #7] This is looking at a plot particular section that you're searching over,

of basically the integrand of that expression say to .6, you can sort of flatten it out an(

for the rate tone. [VIEWGRAPH #4] This maintain slightly better performance. I guess

is just some hypothetical frequency spectra what this is saying is that if you go to a non-

for the pulse shapes showing non-overlapping rectangular pulse shape you have more sensi-

pulse spectra. Something that we could eas- tivity in the receiver parameters, so if you're

ily model just for analytical purposes was a trying to optimize you'd have to be more

Nyquist type pulse shape, one that has a si- careful and maybe do finer levels of searching

nusoidal roll-off characteristic. It has a single or something, just because of the fact that

parameter, a, for its excess bandwidth and if it's more sensitive and you're going to loose

you let a go to zero then you get a rectangular more. You can't have as broad a region to

spectrum which is limited to half the symbol stay optimum over.

rate. You also have a si E shape for the pulse The power series nonlinearity is a means
shape which is not something you'd ever re- of trying to get back things that you've lost
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DELAY AND MULTIPLY: PULSE SHAPING

[ The Rate Tone Strength can be Reduced by Minimizing the Pulse Spectrum
Overlap as Shown below

P(f) P(I/T, - f)

V ,
-1/(2T,) 0 1/(2T,) lI/T, 3/(2Tj

3 A Nyquist Pulse, with Excess Bandwidth Parameter (x, can be used to Create
a Transmitted Signal with Bandlimited Spectrum having a Sinusoidal Roll-off
Characteristic

0 When a = 0 the Spectrum is a Rectangle with Lowpass Bandwidth 1/(2Ts)
and the Rate Tone Amplitude Becomes Zero

VLEWGRAPH #6
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DELAY AND MULTIPLY: PULSE SHAPING

0 The Nyquist Spectrum Signal Pulse has a Weaker Rate Tone when Com-
pared to the Rectangular Pulse Shape of BPSK and is also More Sensitive
to Receiver Parameters
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* DELAY AND MULTIPLY: MULTIPATH CHANNEL
n(t)

fi) fit - PFt)

1For Fixed Channel Characteristics Severe Performance Degradations may
Occur ... .. ,
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O.3S 1.0 ! I 2.0 2!5

C3 If the Phase of the Secondary Path, €0, T,.), is taken to be Uniform on [0,

2], then the Delay and Multiply Receiver Performs as if no Multipath were
Present and Received Signal Power is the Noncoherent Sum

i VIEWGRAPH #8
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i POWER SERIES NONLINEARITY

r(t) I" 2W-" vel 'o_-p. = ,lnearity 'f," SNRQ

0i Nonlinearity OutputI~ Eckk E* (ti) A(~)2tfi(t) ik2i (1)

whereI were d(.) = (1,kP(t.- k7') (sig,,al modulation)

k=-00

C] Output SNR Expression i ,

i o Background Noise for Low Input SNR (E./No)

R. r-) NN a j k() n(;2 k, 2vi
i=1 -1 k=u'a &=o l
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when you go to the more bandlimited sig- Fourier coefficient from this expression: these
nal. This model [VIEWGRAPH #10] now are moments, higher order moments, of the
consists of a bandpass filter which is just the noise process. So that the rate line actually
RF version of what we were talking about be- is going to depend on not only the signal corn-
fore, then an envelope detector and then some ponent coming in, but the noise is also going
nonlinearity - in this case the nonlinearity is to affect the rate tone itself which actually
always going to be some power function or complicates matters. It also makes some un-
power series or just a single power function desirable things happen but it does allow you
- and then the bandpass filter again. I guess to recover rate tones in bandlimited signals.
I probably didn't mention before that this is The way you get some of these things calcu-
the observation system out here, and in prac- lated is that first of all you have these higher
tice this would be replaced by some spectral order moments of the information signal it-
estimation technique thrown out there. The self to calculate. The way that we've looked
bandpass filter is just a convenient model so at that is using cumulants of d(t). This is
you can say you're observing bandwidth B at the expression for the cumulants of the data
some center frequency. signal in terms of the cumulants of the ampli-

An expansion for f[ ] is the power series tude weights put on the data signal, and then
nonlinearity - we see here that the power se- powers of the pulse shape function itself. So
ries has coefficients ak. If you expand this this is where the idea of having a varied sym-
envelope out here in terms of signal and in- bol probability distribution comes in. Before
phase and quadrature noise terms using the we go look at that though, one thing that we
binomial expansion theorem you get some- did was just look at very narrow bandwidth
thing like this where the d(t) is the modu- signals just to see how this works with nar-
lated pulse stream or the pulse stream which, rowing up the bandwidth.
in this case, is going to have an amplitude First of all we know when the bandwidth
weight ak and pulse shape p(t). The SNR gets less than 2 - there's no rate
expression, which corresponds to this, will tone gene symbol rate

agan b th Forie coffiien, te fnda toe gnertedby a squaring device or de-
again be the Fourier coefficient, the funda- lay and multiply circuits in general. [VIEW-
mental rate tone and then some noise spec- GRAPH #121 So you need to go to higher
trum which comes from this e(t). If you ex- powers. The first thing we looked at was
tract out just the noise-related terms - this 4th power. If you look at a power series and
is the expression for the noise process right have all those terms collected together, or just
at this point (e(t)) in terms of the autocor- even a 4th power circuit by itself, you have a
relation function of the noise and weightings problem in that you get nulls generated in
with the ak's from the power series. the signal-to-noise ratio performance at var-

This is the way you go about calculating ious operating conditions. So you get some
the rate tone itself in terms of the Fourier se- very unpredictable results. You might have
ries again. [VIEWGRAPH #11] This is the one particular input signal-to-noise ratio, one
expression for ea(t), the part of the power se- pulse shape and it might work fine. Then you
ries output which will contain the rate tone might have a parameter change and find you
once you extract the Fourier coefficient. The drop into a deep null, because you have can-
important thing to note here is getting this cellation effects. The fact is that the rate tone
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RATE-LINE AMPLITUDE

j Rate-Line Fourier Coefficient

I ff 7.( WONYT. dJt

where

N k Z A(.2_
-1 ,= al A =( 2

" Rate-Line Depends on Signal and Noise

O The Moments E{ an(t)) can be Found from the Cumulants of d(t) via a
Recursive Relationship

The Cumulants are given by

Ad(,l) = A.(n)A - X "(t - kT) (Note: Ad(l) = md(t), Ad(2) = d(t))
k-00

O The Cumulants X=(n) Depend on the Symbol Probability Distribution

VIEWGRAPH #10
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NARROW BANDWIDTH SIGNALS

O For Signals with Pulse Bandwidth Less Than 1/(2T.) the Delay and Multiply
Receiver Fails (also the Square-Law Receiver)

" In General a Power Series Nonlinearity may be used to Generate a Rate
Tone, but SNR, Nulls may Result

" For Binary Amplitude Weighting and Low Es/No a Power-Law Receiver may
be used to Generate Rate Tones from Bandlimited Signals

C3 Let 2k be the Detector Power-Law and W the Signal Lowpass Pulse
Bandwidth, then we can Choose k as Follows

I
2(k - I)W _ I < 2k1V

C] For Analysis Purposes a Pulse with Rectangular Spectrum as Shown Below
was used N

a

-W W

VIEWGRAPH #11
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NARROW BANDWIDTH SIGNALS CONT.
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COMBINED PULSE SHAPING
AND AMPLITUDE WEIGHTING

" To Begin with Suppose that the Symbol Amplitude Weights are Drawn from

a Continuous Distribution

" For (aj} a Sequence of Zero Mean, Unit Variance Gaussian R.V.s
1, n=2

A4o(n) ={ :~7cVc
0, otherwise

0 The Moments are Found to be

=(n)!!A [ Z P2 n even
T k=0 - T.

where

P2(f) = r(p2(j)}

0 If p(t) is Bandlimited to 1/(2T.) then P2(k/T,) - 0 for k # 0 then the Moments
are Constant with Respect to Time and there is No Rate Tone

VIEWGRAPH #13
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is now dependent upon not just the signal pa- take on some arbitrary distribution. Assume
rameters but the noise as well. And of course that the symbol weights take on a unit mean
that is controlled by shaping that goes on in or zero mean unit variance Gaussian distribu-
the receiver. So you get unpredictable things tion. That's just for modeling purposes only.
that can happen, so that's something to be You go through the analysis of the moments
aware of. and here's the cumulants for that amplitude

Just to go to a simpler case of the power distribution. You go through the analysis of
series, though, we've just worked with a low the moments of the data sequence itself, and
EL here, consider a single power law device, you find out that if you bandlimit your pulse
not a sum of power law devices. A power law shape to 1/2 the symbol rate, the moments
design rule that was derived says that if you end up being constants. So there's no rate
choose the power law to be 2k, where k is an tone generated, it's just like a DC compo-
integer, then - falls between these two limits, nent. You're not going to generate any rate
that's an approximately optimum power law tone. So that in general for a Gaussian am-
to use. For analysis purposes, a bandlimited plitude weighting and bandlimited to 1/2 the
spectrum, very ideal type of model, was used symbol rate, it doesn't matter what power
to get something that you could analytically law device you use. You get nothing.

calculate. That's not a practical system so what we
So when you go to plot out the perfor- considered doing was quantizing, making the

mance you see I guess what you'd expect to amplitude distributions be a quantized ver-
see. [VIEWGRAPH #13] You see that with sion of something that might work better
k = 1 or a squaring circuit, the receiver fails than just the binary case. [VIEWGRAPH
when you get bandlimited to half the symbol #15] So just to come up with the next higher
rate. So then you'd switch over to a 4th power order receiver from the delay and multiply or
device, and it fails when you get to a quar- squaring circuit, we just assumed we had a
ter, and then 6th power and then 8th power. 4th power nonlinearity, and further assumed
As you're continuing to use higher and higher that the receiver signal spectrum was rectan-
powers, the noise is getting increased by those gular with some lowpass bandwidth W, so we
corresponding powers, and you're continuing could just have another parameter to vary.
to drop down lower and lower in your out- The rate tone expression works out to look
put signal-to-noise ratios. So whether or not like this. It involves the pulse shape functions
you can actually pull something out is ques- in the frequency domain. Note that P2(f) is
tionable, but theoretically the rate line does the convolution between p(f) with itself and
exist. It's there in an ideal sense. So this then P4 (f) would be a 4th order convolution,
would be sort of a rule for truly bandlimited so this is broader spectrum than P2(f). The
signals, how you would go and switch to dif- second term in cl also involves the 4th cumu-
ferent powers as the bandwidth decreases. lant. So if you could ... well, let me go further

OK, the last thing I want to look at is before I say what I was going to say. This is
just putting amplitude weighting on. [VIEW- just an example of some of the quantizations
GRAPH #141 The previous signal was just we could look at. This would just be putting
binary amplitude weighting. So now what a uniform weighting, this would be like doing
we're going to do is let the symbol weights some M-ary amplitude distributions. But if
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PULSE AND AMPLITUDE WEIGHTING

ci Assume the Receiver consists of a Fourth Power Nonlinearity

f(.) = [.]4
"i Further Assume that the Received Signal Spectrum is Rectangular with

Lowpass Bandwidth W

C3 The Rate Tone Expression is CI 18a 2. + GAl " '

[3 Quantized Symbol Amplitudes
I~~ (a (a)

Uniform Ouanftier Nonuniform Ouariter
ci The Cumulants are =2.

A. (2) = 2 ~ ''. la21

VIEWGRAPH #14
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OPTIMIZED FOUR LEVEL SIGNAL

C3 Choose the Distribution so X.(2) - 1 and A..(4) - 0

C) Using a Symmetric Distribution we Have Two Parameters to Choose; y, and

p 1 4

VIEWGRAPH #15
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you'd let it be non-uniform amplitude distri- seeing once you vary the bandwidth what
bution, perhaps just a quantized version of a happens. [VIEWGRAPH #17] As you get
Gaussian amplitude distribution, maybe that down to the half bandwidth point, the ideal
would work in a limited sense like the Gaus- Gaussian goes away. The binary has a null
sian distribution, but yet have hopes of being and then comes back up again because this
realizable. The cumulants for a general non- is a 4th power device. Remember I said it
uniform amplitude distribution like this work has cancellation points. The quantized sig-
out to these two equations. Here's the second nal with just 22 or four levels here, you get a
and the fourth cumulant. The fourth cumu- considerable improvement as far as suppress-
lant is the one we're interested in plugging ing the rate tone generated. This plot over
into our cl expression. This one we could take here then shows extending to more levels and
care of by letting this pulse shape be bandlim- using a wider quantization interval. Some of
ited and then this term would drop out of cl the options you can get as far as suppressing
for the rate tone. So this is the one (elimi- the rate tone amplitude are shown here. Here
nate A.(4)) we expanded this one out for just you're just using four levels so that when you
a 4th four-level quantizer. You end up having spread them out further over a bigger ampli-
then two parameters to vary. You have the tude region you actually come back up again,
probability weights - if you have a four-level but if you used more levels you continue to
quantizer you have the weights of each of the drop down, which is kind of like approach-
four levels, but we made it symmetrical so ing the Gaussian again, then, by letting the
there were two probabilities and two ampli- spread (quantization interval) get big and the
tude weights. Well, the probabilities have to number of levels get large.
sum up to 1. [VIEWGRAPH #16] So if you These are some of the conclusions. [VIEW-
vary the probability of one of those ampli- GRAPH #18] A lot of the points made were
tude weights and then let the quantizer level on the negative aspects, I guess, how not to
vary, you get this surface for the fourth cu- make it work. Rate tone detectability can
mulant. There's a region in here which is sort be reduced by bandlimiting. We looked at,
of horseshoe shaped which corresponds to the in particular, the case of the sinusoidal roll-
fourth cumulant being zero, so that would be off; and what that does is that the insensitiv-
the place you'd want to set amplitude weights ity of the parameters were increased, which
and quantizer probabilities so that you could means it would make it harder in general to
get that fourth cumulant to go to zero. Then search to find something. I didn't show you
what would happen is that a 4th power device this slide [VIEWGRAPH #9], but multipath
with a bandlimited signal would fail to gen- channels with fixed channel parameters you
erate a rate tone. It's a bunch of conditions can get conditions where you wipe everything
and maybe it doesn't seem very realistic, but out. However if you have a channel where the
it's just looking at ways of approaching some- phase is uniformly distributed, it turns out
thing where you could wipe everything out. that it looks like the multipath just is a non-

Maybe something that's more practical is coherent power summing right at the receiver.

just not trying to be fancy with your quan- So you're not really in bad shape there.
tizer, just making a quantized Gaussian ver- For bandlimited signals you want to use
sion for your amplitude distribution and just the lowest power law which gives a rate tone,
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FOURTH POWER CIRCUIT PERFORMANCE

O SNRo versus Signal Bandwidth 0 SNRo versus Quantizer Range for
Uniform Quantization of a Gaussian
Distribution
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CONCLUSIONS

C3 Rate Tone Detectability by a Delay and Multiply Circuit can be Reduced by
Using a Bandlimiting Pulse Shape Function

[3 A Pulse Spectrum with Sinusoidal Roll-off Increases the Sensitivity of the
Delay and Multiply Receiver Prefilter Bandwidth

" Multipath Channels with Fixed Channel Parameters can Seriously Degrade
the Performance of a Delay and Multiply Receiver

O For Bandlimited Signals using the Lowest Power Law which gives a Rate
Tone is Approximately Optimum for Low Input SNRs

o Combined Higher Order Nonlinearities Suffer From Rate-Tone Cancellation
for Certain Combinations of Receiver and Signal Parameters

o Amplitude Distributions can be Optimized for Bandlimited signals to Defeat
Rate Tone Generation Circuits

O A Simple Four-Level Amplitude Signal can be Used to Defeat a Fourth-Power
Receiver

VIEWGRAPH #17
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ments of Signal Detection. I've generalized band audio or video signal which is observed
the picture somewhat to show some addi. for a finite amount of time. We extract some
tional features. The conceptual idea here is number of features and produce a feature vec-
that we have a signal space which I've labelled tor x which is finite dimensional. Then that
Q, which is divided into subclasses labelled gets passed to a pattern classifier which corn-
with w (lower case omega), and that we have putes a set of discriminate functions, one for
some procedure nature, or an adversary se- each class. If there are m classes, there are
lects a subclass and selects a signal within m discriminate functions. If the discriminate
a subclass, and there is some probabilistic functions are interpreted as distances, then
mapping from that signal into an observation we'll choose the smallest discriminate func-
space to produce a received signal. An ele- tion and report its index. The index will give
ment of a space called -1, I've labelled it r; us - depending on what resolution we're us-
in general it's an analog waveform, usually at ing and the definition of what constitutes a
the IF of a receiver. We then proceed to have class - a signal class, modulation, signal type.
two mappings which result in a decision. The Within the class itll give us an I.D., and the
first mapping consists of a feature extraction extreme case will do radio fingerprinting and
and the second mapping consists of a classifier will identify a particular transmitter down to
decision classification function. The result of the serial number of the transmitter.
all three of those probabilistic mappings - the In a system where we're doing all of these
channel function, the feature extraction and operations at the various levels, we'll par-
the classification function - once they're all tition it so that we'll do the coarse resolu-
specified, we can determine conditional prob- tion decision-making first and then the fine
abilities of various class decisions conditioned decision-making later, and the system will be
on various signal classes occurring, and these hierarchical. This picture shows the features
define the elements of the confusion matrix. inside the feature extraction being computed
The confusion matrix is a square matrix of in parallel; in practice they're generally not
conditional decision probabilities. You'll see that nicely divided. Some features will be
that the feature extraction classification func- computed from other features, so we have a
tion enters in the integrand in the form of a dependency. For example we may compute a
product and the complexity of the decision spectrum, then from the spectrum we'll com-
can be put either entirely in the feature ex- pute certain features, and then from those
traction operation or entirely in the classifi- features we'll compute other derivative fea-
cation function, or it can be divided between tures so that we don't have independent par-
the two. It doesn't really have any effect on allel computation of each feature.
the overall performance. The probability of
error is a means of summarizing what is in the I'm not addressing sequential decision-
confusion matrix and it consists of a weight- making and I'm not addressing the difficulty
ing of the diagonal elements with the prior of designing decision trees to implement se-
probabilities in summing them, subtracting quential decision-making. I'm assuming here
from 1. that we're talking about a cassifier that com-

putes all the features that are going to be
[SLIDE 4] Showing the same figure we have computed and then looks at the entire vector

an input signal which is either an IF or a base- of features and makes a decision.
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The job of designing a classifier consists of features to choose features that have certain
determining the boundaries between decision properties that we think are going to be use-
regions that will separate the classes. Bound- ful a priori. For example it may happen that
aries can be straight lines in the case of a all the collected signature data was collected
linear classifier. It can be segments of lines at signal-to-noise ratios between 10 and 20
connected in the case of a piecewise linear dB. If a classifier were optimized on such data
classifier such as a nearest-neighbor classifier, you'd expect it to perform well on signals
The boundaries can be constrained to be hy- between 10 and 20 dB signal-to-noise ratio.
perplanes parallell to the all axes except one, If you gave it a signal with a signal-to-noise
and orthogonal to that one axis. That would ratio lower than 10 or higher than 20, you
be the case of a sequential classifier which is might expect it to fail and that's exactly what
making its decision on the basis of thresh- happens. Performance is not monotonic with
olding individual feature values. The bound- signal-to-noise ratio unless we do something
aries can be curved surfaces in the case of to cause it t a be monotonic. What we might
quadratic and higher order polynomial classi- do to cause it to be monotonic with signal-
fiers. So there's a variety of options available to-noise ratio would be to require certain in-
in determining the type of classifier and also variance properties, such as we might require
the choice of features that are used. the features to be invariant with respect to

[SLIDE 71 In determining features the scale changes in amplitude of the input sig-

method that's used is entirely empirical. One nal. We might require the features to be in-
simply constructs a large library of candidate variant with respect to frequency shifts. We
features, computes them from the collected can't guarantee that a receiver will be tuned
samples of the signature data, and then uses precisely to the. center frequency of the sig-

an automatic feature selection program to de- nals, so if the receiver is mistuned slightly we

termine optimum subsets. We might start want the features to be invariant through that
with 100 features, typically, and then deter- mistuning. [SLIDES 8,9]
mine the optimum singleton feature, that is, Performance that is typically achieved
the best single feature. We'll determine the might look like this. We have a confusion
performance of a classifier using that feature, matrix here, where the numbers on the di-
then we'll repeat that to determine the best agonal represent the probabilities of the vari-
pair of features, the best triplet of features, ous types of correct decisions; the numbers on
the best quartuple of features. At each stage the off diagonal represent the different kinds
we will find the performance of that feature of error. We have more than a Type 1 and
set of that particular size, and we'll watch a Type 2 error, obviously. This is a multi-
as the performance declines as the number of category decision problem. Each row of this
features increases, determine a suitable oper- matrix sums to unit probability. The objec-
ating point on this curve, and that will deter- tive, of course, is to design a confusion ma-
mine the size of the feature set. trix that looks like the identity matrix, which

Now the particular features that are cho- has l's down the diagonal. In practice you
sen, as you can see from this figure, are all can't do this, but you can typically get num-
ad hoc statistics, descriptive statistics. We bers that are on the orders of 95%, 99% in
attempt in constructing this list of candidate some cases. Error probabilities would be in
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FM AM OOK FSK CW PSK

FM: .89 .08 .01 .02 .00 .00

AM: .00 .97 .01 .01 .00 .01
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TRUE CLASS
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the range of 5%; 10% representing a fairly formation that's available in the signals. Now
easy design number, 1% representing a dif- we don't always have good models, but in
ficult design number. It's easy to fool one- the case of communication and radar signals
self if you work with a small database be- that are being transmitted the modulations
cause you can always get 100% on any small are well specified by the system design engi-
database. If you test your classifier design on neer. The waveforms have specific structure
the same data that you designed it on, it's that's put in them to make them easy for a
easy to overlit the data and get perfect per- communication receiver to demodulate, and
formance which won't extrapolate to the real there's no reason why an intercept receiver
world. couldn't use that same structure to its ad-

[SLIDE 9] If we show error probability ver- vantage.
sus signal-to-noise ratio we get curves that Here we have an input from an antenna,
look like this. However, the curve may not presumably a receiver front end, which I've
continue to decline as signal-to-noise ratio is called "signal preprocessor" which consists of
increased because certain features are nonlin- various mixing operations and bandpass fl-
ear functions of the data, and the distribution tering, producing a signal at either IF or base-
of that feature will translate through the fea- band audio or video signal. The signal pro-
ture space. And in translating it will even- cessing operations we would like to do would
tually shift outside the, or cross over a, de- be to compute some type of generalized likeli-
cision beundary. Once the probability mass hood function for every possible signal class.
has crossed a decision boundary then that sig- We'd like that likelihood function to be based
nal is misclassified, even though it may have on some knowledge of what the noise charac-
very high signal-to-noise ratio. teristics are in the particular frequency band

So those are some of the practical prob- of interest, and also some knowledge of what
lems connected with statistical pattern recog- the channel is doing to the signal. The chan-
nition. I haven't mentioned the size of the nel model would include the receiver front end
databases that are typically used. We might in this case as well.
collect sufficient data to compute maybe We can set this up as a multiple category
3,000-10,000 feature vectors per class, and a hypothesis problem. Hypothesis H0 would
typical problem could have anywhere from 10 represent signal signal absent; we're looking
to 20 or 30 classes. In some cases the num- at noise only. And we'll have some number
bers are much higher. We have the luxury M of hypotheses that represent the different
of unlimited computer time to design these signal types that might be present. As dis-
classifiers. So we can let the computer do its criminant functions we will take the a poste-
number-crunching for several days at a time riori probability of the hypothesis, given the
to come up with optimum selections, subsets observed waveform y(t). I'm going to normal-
of features, optimum classifier weights and so ize all of these by the conditional probability
on. of the Null Hypothesis to get ratios of these

[SLIDE 10] Now I'd like to shift to an al- a posteriori probabilities. My decision rule
together different approach to signal recogni- would be to choose the Jh hypothesis if the
tion. This is based on a model of how the jth discriminant function dominates all the
signals are generated and tries to exploit in- other discriminant functions. The discrimi-
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nant function for the Null Hypothesis is unity eralized hypothesis tests (sometimes called
by virtue of the normalization, maximum likelihood tests). What we can do

[SLIDE 12] A block diagram, which says is to combine the features of all three into a
the same thing as the equations, looks like single test. What I've shown here is a signal
this. We have these little boxes that I call that's parameterized with two parameter vec-
binary a posteriori probability ratio comput- tors, which I've labelled I and 02. The first
ers which simply compute these probability parameter vector, I , contains all the param-
ratios, followed by a max taker that finds the eters that have a known probability distribu-
largest discriminant function and reports the tion; and the second vector, & has all the
index. You'll notice that these discriminant parameters that have an unknown probabil-
functions are related to likelihood functions, ity distribution. With respect to the first set
testing each signal class against the Null Hy- of parameters I'm going to integrate them out
pothesis. The likelihood ratios have to be as nuisance parameters in this integral, d-81.
multiplied by the ratio of the priors, U in With respect to the second class of parame-
order to establish the connection. ters I'm going to take a maximization, just as

Now you might think of this as a pat- I would in a maximum likelihood estimation

tern classifier where we have exactly M + 1 or a generalized likelihood ratio test.

features, the features are these discriminant The function p(11) is the joint density func-
functions. The feature computation is car- tion of all the parameters in this vector, so
ried out in these [UNINTERPRETABLE, this is a multivariate.
STATIC INTERFERENCE] probability ra- [SLIDE 14] A processor that implements
tio computers. The classifier is simply the these discriminant functions looks like this.
max finder. So all the complexity of fea- This is a literal interpretation of the equa-
ture [UNINTERPRETABLE, STATIC IN- tion, and I'm not proposing that someone
TERFERENCE] computation is in the cal- build this thing as I've drawn it. This is a
culation of these likelihood functionals. Now brute force, this is a conceptual block dia-
we need to look at what the complexity is gram. We can think about it and talk about
here because in a real problem an intercept it and maybe even compute its performance.
receiver, unlike a communication receiver, There obviously are a number of simplifica-
is faced with a far greater number of un- tions one would have to make.
known parameters. [LONG PAUSE, POSSI- What we have here is a processor which,
BLE DROPOUT] with respect to il, in the upper block 01 varies

[SLIDE 13] Now in statistical decision the- in each of these processing chains. We have
ory we have hypothesis tests that are appro- a matched filter, an energy subtraction which
priate to each of these three cases. In the first normalizes energy, exponentiation, and then
case where we have known parameters, we we multiply in a prior. Now I'm going to re-
have simple hypothesis tests. In the second place the integral with a sum, and I'm going
case where we have unknown parameters with to quantize the parameter space over 21 in
known probability distribution, we have com- such a way that I can make this replacement
posite hypothesis tests. And in the third case of an integral by a sum. I'm going to hold
where we have unknown parameters with un- the vector 02 constant within this box and
known probability distributions, we have gen- only vary 01. Each input into the summation
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device will represent a different value of 01. decision. If you do not collect a representa-
Then I'm going to replicate this box many tive database then your design is not going to
times for different values of 02. So each repli- extrapolate well to the real world. The fea-
cation of this box will have some different 02, tures that result are unrelated to the physical
and I'm going to quantize the C space. Fi- model. You can come up with very strange
nally I'm going to take a max over the outputs moments being used as features, ratios of mo-
of all these boxes, and then that will give me ments that are used as features that have no
the discriminant function. physical meaning. Error rates that are typ-

What I have here is a high degree of paral- ically achieved are in the 5% to 10% range,
lelism. First of all the first box is replicated 1% at the best. The classifier is very easy to

multiple times for different values of &0. Then implement, the design procedures are auto-

the first box is replicated multiple times for matic. It's a cookbook procedure basically.

different values of 02. Then finally this entire The feature calculations are very complex,

picture is replicated multiple times, once for the classification is generally very simple in

every box that shows up labelled as binary terms of computation. There's no architec-

a posteriori probability ratio computer. And tural parallelism to exploit. As a rule, all the

we can go on because we could say that this features are quite different from each other

processor is being applied to an observation and one has to write subroutines that com-

that comes out of a channelized receiver, so pute each feature.
this entire box could be replicated multiple The model-based approach, on the other
times on each frequency and on each angle of hand, has a different set of advantages and
arrival, if one wants to precede it with some disadvantages. First of all you do need to
kind of a beamformer with fixed beams. So have models of the signals and of the noise as
we could easily have hierarchical, five layers they appear at the IF of the receiver. This
of hierarchical parallelism here. knowledge or need for knowledge of a model

[SLIDE 15] At this point I want to sum- offsets the need to go out into the field and

marize the differences between the model- collect data. On these problems frequently

based approach, that I've just described, and one is interested in signals that don't appear

the statistical pattern recognition approach in nature. There may be certain military sig-

to signal classification. Statistical pattern nals that simply never are seen or at least you

recognition is statistical because it's working hope they never are seen, but you must design

on samples; that is, the design of the deci- a recognizer that will recognize those signals

sion function comes not from a theoretical very fast if they ever appear. You can't col-

model of what the waveforms look like, but lect signature data on those signals because

rather it comes from collected signals that are they simply don't manifest themselves in the

mapped and then various empirical methods real world. So the only way you could possi-

are applied. The classifier has to be optimized bly design a recognizer would be on the basis

both with respect to the choice of features of some description of the waveform.
and with respect to the weights, the choice The model-based approach does not re-
of classification function. Whatever informa- quire training. It uses all the available in-
tions are stored in those collected samples, formation about the signals of interest. The
that's the information that is used for the likelihood features are related to the physi-
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cal model. The error rate can be made as In response to the other criticism, the in-
small as one wishes, subject to signal-to-noise put device Bragg cells may not be the way
ratio limitations. It's computationally inten- to go but there are a variety of new spatial
sive but there's a high degree of parallelism light modulators that are available that work
that could be exploited. The detection and on different physical principles, including liq-
recognition functions can be combined rather uid crystal devices. These may provide the
than having an energy detector which is not storage capacity necessary to make a device
signal-specific, and then following that with work.
a signal recognizer one could combine the de- [SLIDE 17] I show here fina-ly an opti-
tection and recognition in one step. cal bank of matched filters. This is one of

[SLIDE 16] I have three more slides. I'd like the key ingredients in the model-based rec-
to talk about implementation of this method ognizer. This would be implemented with an
briefly. If we look at digital techniques, the array of lenslets, a transparency that encodes
digital techniques simply are not fast enough the matched filters for the signals for vari-
to handle the large number of parameters ous parameter values, and an array of pho-
and the quantization of the parameter space todiodes. The array of lenslets: the cur-
that's required. If we look at optical tech- rent densities that are achievable are about
niques we discover that in terms of compu- 100 per centimeter of linear dimension or
tational density, we can have more flops per 10,000 lenslets/cm2 . We have no problem
cubic inch. The numbers that are available getting the photodiodes at densities greater
right now are on the order of 108 flops/in . than that. We could have several matched
The numbers that are in the foreseeable fu- filters in a small region imaged by a single
ture are on the order of 1011 flops/in3 . This lenslet onto a single diode. The energy sub-
means that the analog optical processors have traction could be carried out after the photo-
the potential for far greater computational diode.
density than the fastest supercomputers. [SLIDE 18] Here's a picture of a processor

Now the frequent criticism of optical pro- which is- approximately 3 inches on a side.
cessing is that the dynamic range is small It's the Dove Prism Correlator that was built
and the lack of input devices. The reply to for the U.S. Army by Perkin-Elmer. It shows
those two criticisms are that high dynamic essentially the same picture as in this bank of
range is not required for carrying out the matched filters. The light path in this device
computations in one of these signal classifiers, is folded up so that the device will fit nicely
Typically 4 bits of computation, 5 bits, 5-bit into a compact physical geometry.
wordlength is sufficient. The dynamic ranges And we have here a laser diode which
that are achievable are in the order of 30 dB provides the input signal. The light path
or better, although generally not better than bounces out back here, spatially modulated
40 dB. That's adequate. That's not adequate by a reflection mode modulator, comes back
for doing fitering and reproducing high fi- into the device, comes back up through the
delity replicas of signals, but it is adequate transparency, and then winds its way back
for doing the analog computations necessary down and comes out onto the photodetector
to implement these signal classification oper- array. This device also was designed for mis-
ations. sile guidance and designed to recognize cer-
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tain targets of interest, independent of the outstanding article.
aspect angle and orientations. So it was do- Basically a network is just an intercon-
ing image processing. nection of all these computational elements,

I'm proposing a replacement of this which are called neurons. They all operate
matched filter with an array of matched flu- in parallel. Do they have to operate syn-
ters. This I think is where things will be chronously? No, they don't have to be im-
headed in the next fifteen years. This area plemented synchronously, they can be imple-
of investigation started fifteen years ago and mented asynchronously. There's a lot of work
it will probably be another fifteen years be- looking at these aspects which is going on at
fore we see this type of device with the high a lot of different places including JPL. Their
degree of parallelism that I'm anticipating. arrangement in patterns is reminiscent of bi-

WEBER: OK, we're running very late so ological neural nets, which is why they get
we'll take a break now. [PAUSE, BREAK] their name.

Here is Ed Satorius from JPL [PAUSE] and What I've done in this viewgraph [SLIDE
he's here! #1] is I've depicted an example of what a

ED SATORIUS: Application of Neural computing neuron might look like. In fact
Networks to Signal Sorting I've shown a little bit more than that. You'll

[SLIDE #0] No, you don't have double vi- see this again in several of the diagrams that
sion - the viewgraph was really made like I will present here. I've included here an ad-
that! ditional input, the so-called input neurons.

Alright, my talk by definition won't take These input neurons are special types of neu-
as long as the other talks because this work rons which really don't do anything other
is in progress and not at any final state cer- than just pass the data through. The com-
tainly where we could summarize a lot of re- puting neuron, though, takes the outputs or,
suits. But it's nevertheless very interesting, in this case, just the input values, the N in-
Somebody, one of my colleagues at JPL, said puts, weights them by constants or weights
"Well, you know, neural networks are noth- them with parameters that can actually be
ing more than parallel computational algo- adapted in the course of training this net-
rithms and architectures, and why don't peo- work, called synapse weights, W's. These are
ple call them that?" Well, because I don't added together and the output is thresholded
think you'd probably get as much money. through some type of nonlinearity, and you
[LAUGHTER] So anyway this is the hot, new go on to the next layer to the final output.
area in signal processing. But I think really This would be a mathematical representation
the important advances, I believe, are in the of this process. The sum of the weighted in-
applications of this work. puts go through a nonlinearity and there's

I have a little overview, a definition of what typically a threshold, which is some sort of an
neural networks are [SLIDE #1] from a recent internal threshold, that can also be adapted.
IEEE Magazine article by Lippmann [IEEE This nonlinearity can be a wide class of non-
ASSP Magazine, April 19871, a very nice ar- linearities, i.e., hard-limiters, signum func-
ticle. If you're interested in or just want a tions and so on.
high level overview of what neural networks I was at a talk a year ago or so and some-
are and what different types exist, this is an body said, "Therefore a neuron is nothing
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more than a summing junction and since the of receiver for processing communication sig-
whole world is made up of adders, then the nals. [SLIDE #2] You basically have an an-
whole world is a neuial network." So you tenna input and you might have some type
could almost write any algorithm like a neural of a noise preprocessor so that interference
network. Neural networks aren't new by any doesn't capture the SYSTEM dynamic range.
means. They've been around for a long time The major components of these types of re-
and they've been used in lots of applications. ceivers are comprised, first of all, of a rapid
Certainly modeling biological systems would scanning spectrum analyzer. It does noth-
be probably one of the first applications of ing more than scan repeatedly a very brcld
neural networks. They're also used or pro- range encompassing maybe the VHF, UHF-
posed for doing special purpose processing in band, HF-band and so on. This rapid scan-
general. Abu Mostafa and Dimitras Psaltis ning spectrum analyzer dumps its data at
and Hopfield, all at Caltech, have done a lot typically 25 kilohertz resolution so that you
work in this area. They've also been used may have thousands of frequency cells of am-
heavily in pattern recognition. plitude information coming out of the spec-

Speech analys-s and recognition is another trum analyzer in orders of hundreds of mi-

important area for application of neural nets. croseconds. That's a lot of data that's com-

If one can develop a nifty way of doing speech ing t rough and can be increased by incorpo-
recognition then little kids can work corn- rating multiple receivers so that you can ex-
puters simply by talking into them. One tract additional information, including angle-
big technique used in speech recognition is of-arriva estimates and so on. And this goes
called "Hidden Markov Models". An impor- into this magic box called a signal sorter. In

tant competitor to this is a feedforward neu- some applications you may also have a set-on

ral network incorporating back propagation receiver that's connected to the signal sorter
training. So this is a big, hot area in speech so you can extract modulation information.
analysis. Vector quantization is also an im- This type of information is used for signal
portant application area for neural networks detection, exploitation, or possibly for ECM
as is signal analysis. communication jamming, or just for listening.

In signal analysis there's probably other The tough problem in building this sys-
work that's going on, but I reference here tem is the signal sorter, and the really tough

some work by Jim Anderson at Brown who problem is doing it in real time. And this
has been doing some interesting work in is a tough problem because you're faced with

applying neural networks to characterizing this massive amount of information feeding in
radar signals. In contrast, we've been look- from the spectrum analyzer, and you really
ing at communication signal recognition, or have to do both the feature extraction and
identification which is really the first step. feature identification problems. Well, this is
The previous talk pointed out that in any precisely the function that we think might
identification or recognition problem, there be able to be not replaced but perhaps aug-
are really two parts: feature extraction and mented with, or complemented with, a neural
then feature classification. The aspect that processor.
we've been looking at initially is feature clas- Now the first sets of experiments that we've
sification. Here's a picture of a general type been looking at, which I'll go over here briefly,
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have been looking at incorporating a neu- these experiments, we have simulated a 16-
ral processor for signal identification. Now channel spectrum analyzer, and in this case
there are neural networks and there are neu- the agile and fixed frequency emitters. And
ral networks. Neural networks can broadly all of this spectral information over 16 chan-
be categorized into two classes requiring su- nels is directly fed into a feedforward multi-
pervised or unsupervised learning. The class layer neural network architecture.
that we're looking at uses supervised learn- What we wanted the network to do is be
ing, which means that you've got to train able to take all this mass of information and
it; i.e., both the synapse weights and inter- separate it, and sort it, and tell us in the end,
nal thresholds are established by training se- "Well there was, in fact, during this scan an
quences. And you typically train this class agile emitter present; during this scan there
of neural networks with data sets in which was a fixed frequency emitter present; both
you somehow have a rich mixture of the dif- were present, and so on." To do this I can
ferent types of the features or the characteris- only summarize the result. We did a lot of
tics that you're trying to train this network to experiments just to get this far. The experi-
exploit. Because once you've trained this net- ments were such that we found out that really
work then, until it's retrained, it has to per- this problem is a pretty easy one.
form signal identification on a class of data
which it didn't see from the training. So it Here's a little bit harde. Lase, but never-
has to do a lot of generalization of learning. theless an interesting one. tLIDE #5] This
And that's the basic idea behind the super- particular case corresponds to a one-channel
vised neural networks. overlap, fixed-agile emitter class. For this

case, we've tried to compare the neural net-
Neural networks based on unsupervised work with a simple energy detector which

learning can actually extract features from does not perform a decision when the agile
the data, like clustering algorithms, but emitter falls into the fixed emitter frequency
that's an aspect that we haven't looked at. band. With this type of simple energy detec-
The field is so rich that we've only been able tor, you would expect to see a 6% error rate
to concentrate on one part. [SLIDE #3] To at a high SNR. And that's not quite right be-
do this we set up a simulation model which cause we've got to be a little bit more careful
generated data out from the spectrum an- in about how we compute the error rates. But
alyzer. We also generated angle-of-arrival the point is that the neural network does ex-
data - recall that if we did have multiple re- ceed the simple bound (i 6% error rate). In
ceivers we could extract angle-of-arrival data. other words, the network is doing something
We did this for a couple of signal classes: a little bit more sophisticated than simple
frequency-agile and fixed-frequency emitters. energy thresholding. But what is it doing?
In addition t simulating the spectrum an- It's not exploiting any temporal features of
alyzer output, we also simulate signal mask the signal. It can't be, it doesn't incorpo-
data (signal on or off) to train the network. rate any memory. Based on looking at some

Here's an example of one experiment which of the synapse weights, what we've inferred
we've carried out representing some prelim- that it is doing is this: the network started
inary results separating frequency-agile and to realize that when the fixed frequency emit-
fixed-frequency emitters. [SLIDE #4] In ter is on, it occupies two bins, but the agile
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emitter only occupies one. Well somehow it other information? Angle-of-arrival informa-
was able to start figuring out and be smart tion? One thing that people say about a net-
about instantaneous frequency allocations for work that's very, very neat is that you can
these different emitters. That's just based simply fuse data types. Well we couldn't sim-
on a rough intuitive argument looking at the ply fuse data types. [LAUGHTER] We tried
synapse weights. But something is happen- to simply fuse data types, but the dynamic
ing because the probability of correct identi- range problems prevented it. So there's a
fication for the neural network classifier is in lot of things that we've got to look at. In
excess of 98% at high SNR. other words we have to be able to fuse both

Finally, we compared the neural network angle-of-arrival information as well as ampli-
with a maximum likelihood detector for tude. That's got to help provided the angle-
a simple fixed-fixed non-overlapped emitter of-arrival information isn't too bad, i.e., isn't

scenario. [SLIDE #6] In these experiments degraded too much. What about using mul-
we locally optimized performance of the neu- tiple scans? Right now we are using a stupid
ral network at each SNR. But at each SNR network, because it's not exploiting any tem-
we always carefully fed noise in and measured poral features in the data. So what we want
the false alarm rate for that SNR. We took to look at is incorporating a buffer of multiple
the false alarm rates and we used those to scans up front to see if that doesn't help.
compute the thresholds for a dual threshold So I don't know what the future is. It's
detector system. As you can see, the max- certainly not at the point where I can go off
imum likelihood detector outperformed the and build hardware, although a lot of people
neural network because it is optimal for this know how to do that. A lot of people know
problem. We are currently conducting more how to build hardware for these feedforward
comparisons for the overlapped scenarios. neural networks, but I don't know if many

Well, I don't have any more charts, but I people know really how to fully get this thing

just want to leave you with this. Chuck said operational for a system. You train it forever

that one thing he wanted me to end with off-line and then you put it in the field; whatthatonethin hewantd m to nd ithif something changes? There are a lot of is-
was where I think the future of neural net- soehing knw here are o t oit

works are. Well I don't know where the fu- sues. I don't know where it's going yet, but

ture of these networks are, because we have nevertheless it is interesting.

so many problems that aren't resolved yet. WEBER: Thank you, Ed. What I'd like

There's a ton of architectures - we've looked to do now is open it up to suggestions and

at one. Furthermore, the signal sorting prob- comments. We have two of these mikes that

lem is much more complicated than what we can pass around. OK ... Ray?

we've looked at, which is basically identify- RAYMOND PICKHOLTZ: OK, you
ing an emitter class that we know is present; hear me?

it's on or it's off. But where is it in fre- WEBER: OK, ready ...? Ray Pickholtz.
quency? In other words you have to do some PICKHOLTZ: My original question
sort of tagging of the information. How will which I wrote down was for Mark, but I think
that be performed? Via a network? Maybe it applies also to Bart's talk, and that is:
not. Maybe that'll be something separate and There are many situations, maybe most situ-
this network will enhance that. What about ations, where you have not one signal present
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but where you have many signals present, dif- Also it depends on how you do the cyclic spec-
ferent signals, different modulation signals, trum. Some of those cyclostationary features
but very similar and very close together. For are weaker than principal CAF peaks, but let
example you might have multiple signals with Bill go from here.
the same kind of modulation, with very, very WILLIAM GARDNER: Actually I
close data rates. It would seem that the pro- have a comment on a slightly different ap-
posal that Mark made about using some of proach than you were mentioning, Bart. If
these nonlinear processors for extracting rate you can do spatial filtering, in other words
information would break down when you have if you have an antenna array available, you
multiple signals. And I have a similar ques- can in some cases really circumvent the prob-
tion with respect to the kind of classification lem of identification of sorting by using blind
techniques that Bart talked about. It would adaptive algorithms that will automatically
seem to me that at the very least you have to select only the signal of interest. For example
do some kind of spatial sorting with arrays in if you know the baud rate of a signal of inter-
order to isolate individual signals. But even est or, let's say, the chip rate, Brian Agee and
if you do that there's always going to be some Steve Shellen and myself have been studying
remnant of the other signals present, which is what we call "spectral coherence restoral al-
going to cause great problems in any of the gorithms" that will blindly adapt the array
techniques that I've heard described. I was to extract only the signal with that baud rate
wondering if we can have some comments on and, if you're within the capability of the an-
that. tenna array, reject all other signals.

WEBER: Who wants to go first? Bart ...? RICE: Well, John Treichler has also shown
RICE: I can go ... can I be heard? Is this a constant modulus algorithm will reject cer-

working? [TAPPING ON MICROPHONE] tain co-channel interference signals if you
WEBER: Talk right up into it though. start the adaptive weights properly. Maybe

RICE: The co-channel interference prob- he can respond to that. Do you want to,
lem: Of course, if you can filter things out John?

by direction o: arrival or by bandpass filter- JOHN TREICHLER: I would like to
ing then your problem is solved, and you can point out one thing, to go back to the orig-
look at the signals one at a time. But if inal question. The particular problem that
you have a co-channel interference problem - Bart was addressing here, that you have the
a long-standing problem - then conventional luxury of knowing that any one channel that
filtering won't help. Bill Gardner ought to you're looking at, there's only one signal in it
take a mike, because very often you can sep- at a time.
arate the signals by means of their cyclosta- RICE: That's right ....
tionary features. You can either do this in TREICHLER: Now that may not be of
the cyclic spectrum or in the cross ambigu- broad interest to everybody in this room, but
ity function (CAF), and Bill has done a lot it happens to be the case in the application
on showing that different shapes ih the cyclic he was looking at. And that's one of the
spectrum character the modulation. We've reasons why the performance is so good, is
also looked at that, somewhat, and it works; you never really have to worry about the co-
but we haven't gotten anything automatic. channel problem.
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On to the other one, I'm going to hand terference on the basis of the modulus varia-
it right back to Brian Agee in a minute. In tion of the signal.
fact the early work we did [MICROPHONE STEARNS: I have something to add.
MAKING NOISE] ... nice ... the early work The basic problem of co-channel interference
we did with the constant modulus algorithm can be solved by attempting to filter the sig-
was aimed at correcting multipath, but it was nals in such a way and in such a domain that
fairly quickly determined that co-channel in- you do get a single signal present in the anal-
terference - we would sell it as co-channel, ysis band. You can sort the signals either
but in fact it needed to be very closely adja- by frequency, that is, determining frequency
cent interference that looked like co-channel bands which are sufficiently narrow that you
- could be nicely rejected by using the very only have a single signal present. You can
same algorithms. In that case, all we were do it spatially using antenna arrays. You can
looking for was simply the property of the have algorithms that will adaptively converge
signal that, if unencumbered with interfer- to a single signal, and this has been men-
ence or multipath, it had a constant enve- tioned. A third method is sorting in the time
lope. And that's really nice except that lots domain. If you're dealing with signals that
of things have constant envelopes, sinusoids are not on 100% of the time but that cycle
for one; carriers of FDFM signals where the on and off, and if you attempt to make a
modulation index is quite low appear that series of decisions, then you can sometimes
way. Lots of things can trick you with that, find points on which only a single signal is
which was part of the motivation for Brian's present and the interfering signal is absent.
and Bill's work on applying more sophisti- You can look at a long sequence of decisions
cated ways of deciding if you're happy with and look at some metrics on the quality of
the ... I mean, if the signal you're looking for those decisions, and find times when one sig-
is really the right one. So I'd pass it on to nal will appear by itself and then times when
Brian and let him make a comment or two the other signal or signals will appear each
about what you all are doing in that area .... by themselves, and accomplish the sorting in

BRIAN AGEE: I just want to make a the time domain as well as in the frequency

short comment that was kind of in the area domain and the spatial domain.

that Bill Gardner was talking about, and also The alternative if you cannot sort the sig-
the comment that Bart Rice made about us- nals out in such a way to have a single sig-
ing the constant modulus algorithm. Some of nal present, then there's the frontal assault
the recent work that I've been doing in con- on the problem which is to try to design a
junction with some of my clients has been to hypothesis tezt that explicitly looks for hy-
develop a multitarget constant modulus al- potheses taken two at a time. That is, you'll
gorithm. I understand that AST also has de- define a new set of hypotheses which para-
veloped a multitarget constant modulus algo- metrically assume two signals present at a
rithm which is capable of sorting, again en- time and parameters for both signals. This,
vironments on the basis of constant modu- however, is very complicated because the
lus, and overcomes that co-channel problem. number of parameters is so large that it's not
It also can do some identification of environ- considered a very practical method.
ments as whether or not they're signal or in- WEBER: It seems like a key issue in all67



of this is how much you can get by with as- lute I, of course absolute Q.
suming you know about the signal up front, WICKERT: Not that I'm aware of ....
period. I mean, if you really don't know very STEIN: Anybody ....
much, if most of your parameters are un- WICKERT: What I just mentioned is the
known and you're still trying to look to make only thing that we've done. We've looked at
a characterization between two signals, essen- that and that was a power series approach,
tially the same frequency domain, it could re- and we could not take it to its limit, but it
ally be tough. Whichever of these algorithms works. It works just a little bit better if you
- I don't know if somebody wants to comment use matched filtering than if you use like a
on some of that or not ... of the previous corn- square law device, so it really doesn't gain
mentors. that much ....

RICE: Let me make one more comment. STEIN: Well what I'm curious about, is
There was a recent little vignette that's re- that kind of nonlinearity presumably has all
lated in the Electronic Engineering Times powers in it and I'm curious about how it
that was not really explained. If you are faced would perform.
with colored noise as opposed to an interfer- WICKERT: Well, that's where our model
ing signal, the fellow claims to be able to syn- fell apart because we approached it using a
thesize the noise by means of fractals. That series, and we could only use a finite number
was in one of the recent issues. He didn't of terms. So we were not actually getting

want to tell anybody about it. I think he was onergeSce.

holding it as proprietary. STEIN: Can I go with a second question?

SEYMOUR STEIN: Sort of the Pon- WEBER: Sure.

Fleischman .... STEIN: Also for Mark's talk. You pointed
RICE: Yes! [LAUGHTER] out the tremendous benefits if you want not
STEIN: Got a different question. It's to be detected of using non-constant enve-

aimed at Mark's talk, but really an open lope signals, you know, by having a filter bite
question. You identified power law analysis into the waveform. Unfortunately most peo-
to get a chip rate line. There are techniques ple who design communications equipment
that have been used in modem sync that in- keep insisting on wanting to do efficient am-
volve nonlinearities that are not power law. plifiers, which are constant envelope or satu-
Do you know of anybody who has tried to do rating. In past years there were people who
detailed analysis of the ability to use those played games with what I tend to call limiter-
kinds of nonlinearities, you know, for weak filter-limiter-filter cascades, trying to gener-
signal detection? ate what looked like signals with interesting

WICKERT: We actually did some of that properties then limiting them, then trying to
by using a power series model to approximate put filters on to get rid of the spectral splat-
like a log I0 function for noncoherent detec- ter, then limiting again, then filtering again,
tion. etc. I'm kind of curious whether anybody

STEIN: I'm talking about something sim- that you know of is doing any research into
pler than that, like taking comp .... trying to find out how far you might go with

WICKERT: Absolute value, or ...? the kind .... [TAPE ENDED] ... [LAUGH-
STEIN: Taking INQ and just doing abso- TER]
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WICKERT: The amplitude weightings from that standpoint, the technology that is
and pulse shaping approach is a hypothesis. being used for the algorithms for the intercept
It was just something that just sort of came receiver are no where near the fundamental
up after looking at the equations. It's not bounds.
anything that I have any answers to, it was The key limitation here is complexity. If
just a hypothesis. you look at the type of modeling assumptions

STEIN: OK, I guess my point is that until that the communication engineer uses when
somebody invents a miraculous linear ampli- he designs a communication receiver, he does
fier that satisfies comm. designers, it might not simply build his transmitter first and then
be well to look at that kind of a problem collect signature data on the received wave-
instead of talking about ... because there forms, and then try to design a pattern clas-
are lots and lots of nice ways to generate a sifier to decide whether a 1 or a 0 was trans-
Gaussian-looking signal that has very little mitted. Rather he is able to build a likelihood
feature, but they can't be transmitted. ratio detector and then put that into the re-

WICKERT: Well, the 4-level signal isn't ceiver.
that complicated, but it's still not constant On the other hand, the intercept re-
envelope. So ... I don't know, I don't have ceiver, due to the complexity of building a
anything else to say, I guess, unless somebody full model-based algorithm for interception,
else wants to say something. doesn't have that luxury. So he's forced to

WEBER: Rob .... go to highly suboptimal techniques in order
ROBERT PEILE: My question is much to identify the signal correctly. One of the

more general in nature. I would have thought things I'd like to see is, as the hardware tech-
after this morning's talk that there must be nology gets better, we can implement more
some sort of information theoretic lower limit fully the kinds of techniques that we can write
on the uncertainty over any given set of as- out theoretical expressions for, and see those
sumptions on modulation. From these talks techniques get put into existing systems.
it's not clear to me if you're more or less at RICE: If you have a complete and accu-
that limit, a long way from it, getting close, or rate characterization of the distribution func-
we're still doubling around. I've got no idea tions of the features for all of the different
how successful these algorithms are at achiev- signal classes that you are interested in, then
ing the theoretical maximum, even under a you can obtain theoretical expressions for
set of benevolent and unrealistic assumptions. those likelihood ratio functions and you can

STEARNS: Well, one way to look at it is determine the probability of each decision. Of
that if you're trying to classify communica- course, it depends on what the signals are
tion signals, keep in mind that the commu- and what the features are. The approach we
nication receiver is able to demodulate these took was to run through as rich a set of rep-
signals at very low bit error rates, looking at resentative test signals as we thought that we
intervals of time that are very small. Whereas would have to handle, whose parameters coy-
an intercept receiver, looking at much, much ered appropriate ranges. Plus, take into ac-
longer intervals of time, perhaps 100 millisec- count things like the different noise levels and
onds, perhaps 2 or 3 seconds, is able to get the different channel distortion characteris-
error probabilities on the order of 101. So tics. Once you take all that into account, it's
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very, very difficult to obtain a valid theoreti- stant modulus algorithm, to a QAM signal
cal expression for the distribution of the fea- where we did not know what the constella-
tures. So, the approach was much more ad tion was. Once we had despun the carrier,
hoc. let the constant modulus algorithm converge

SATORIUS: You know, I guess that in and recognized the constellation, we switched
the results we presented, we tried to do that. to the decision-directed mode. The example
But, you know, when you try to do it the I showed you had almost no noise on the sig-
case you look at is kind of noninteresting, it's nal. That's the reason the clusters were so
central X2 and noncentral. tight.

STEARNS: Once the signal has been WELCH: Oh, but it looked like it had a
mapped into features a considerable amount lot of noise to me when ... the first picture
of information has already been lost. There's ....
far more information about the signal avail- RICE: All of that was due to this chan-
able in the continuous time domain signal nel distortion. When the blind equalizer con-
than is preserved through the mapping into verged a little bit, the channel distortion was
some finite dimensional feature vector. So removed to the extent that the constellation
from the standpoint of information theory, was recognizable, but not to the extent that
your key loss occurs right at the very begin- the clusters were tight. The tight clusters re-
ning, the very first step in the classification sulted after going to decision-directed demod-
process. ulator where we knew what the constellation

LLOYD WELCH: It strikes me that was.
there's really a sequential process going on. WELCH: Would that be insensitive to
You're talking about sort of the front end. your local carrier being off-phase?
But after awhile, you've identified the mod- RICE: We had pulled the carrier in by
ulation type, you have a whole bank of re- that time. The way that the combined blind
ceivers, one of each type that's being manu- equalization technique and carrier despinning
factured, and you turn on the right one. So algorithm works is to apply the Godard al-
there's no reason why you can't do just as well gorithm in conjunction with Jim Mulligan's
as the communication receiver does. But in technique of putting constellation points in
line with that succession of steps, I wanted to each quadrant, and then pretending like that
ask Bart a question. One of the slides that was the actual constellation in despinning the
you put up there was the effect of a clustering carrier with a relatively small gain, based on
algorithm that started off with what looked its distance from the nearest quadrant center.
like pretty much of a mess, and wound up That method both equalized the channel and
with 16 categories and a quadriphase ampli- despun the carrier. We could be as much as
tude modulation. 100 hertz off in our estimate of carrier, and,

RICE: That's right, in blind equalization mode, both equalize and
WELCH: I thought that was rather spec- recover and track the carrier.

tacular. Could you tell me a little bit more WEBER: John ....
about that algorithm? TREICHLER: I thought I'd amplify on

RICE: Yeah, well, that was no more than that a little bit. There's been work going on
applying the Godard algorithm, or the con- by a number of different people in this partic-
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ular area in the last couple of years. I'm not radon techniques where you simply sort of do
sure exactly who has what and so, competi- averages across the constellation and look and
tively speaking, I don't know anything. But see where the bumps line up. And you can,
I can tell you a couple of benchmarks that I in situations even noisier than the one Bart
know of for a fact that the place I work, and showed, you can highly reliably identify con-
that is that what you saw here was 16-QAM. stellations up to 256-QAM, even if they're not
Well in fact you can go all the way up to completely despun. So, for example, say you
256-QAM by the same technique quite reli- didn't despin it using this decision-aided tech-
ably, with exactly the same algorithm. So as nique but simply by measuring the carrier by
a result the algorithm doesn't need to know some other method. For example sometimes
whether it's 16-QAM to start with, or 64, or you can do a 4th law on the signal and get a
128, or 256 even. Or that the constellation is little spectral line out there where you think
a square or a cross or any of the other fancier it is 4 times the carrier, and simply go down
constellations people come up with now for and try to despin using that, and the con-
minimizing the peak-to-average ratio. stellation isn't quite stopped. Well, some of

Second point is that another way of look- these other techniques like the radon tech-

ing at that despinning that Bart was talk- niques can in fact work quite reliably even in

ing about, we referred to it as "gated deci- the face of that sort of uncertainty.

sion direction." And you can think of simply So there are lots of really neat things that
gating out any information that's inside of are going on for the high order QAM prob-
a certain circle in the constellation, leaving lems, so long as there isn't a tremendous
only the corners out there. So you simply amount of noise or co-channel interference.
... it's just like traditional decision-aided car- As soon as you have those problems, you're
rier tracking except you ignore any points on dead meat. You have to do something else
the inside, the argument being only the high first in order to ....
power points of the edges are the ones you RICE: I'd make one other comment about
want to trust. And that works quite well the Godard algorithm or the constant mod-
so long as the constellation has points. If ulus algorithm. What that algorithm does
somebody starts trimming the constellation is actually adapt filter weights to minimize
to where they look circular then you have to the dispersion in the constellation points. So
play other games, and there are other games those 256-QAMs or 16-QAMs even are far
you can play. from constant modulus signals. But yet the

The third point I want to make, extrapo- constant modulus algorithm fixes them right
lating a little bit further, I liked Bart's pic- up because what in fact it does is minimize
ture with the clusters where he did the clus- the dispersion in the constellation points, and
tering algorithm. There are other algorithms evidently that's what the channel effect is al-

you can do also to determine the size of the most always.
constellation. Some work we've done at our AGEE: I have a question for Bart, pos-
place and other people have done - the au- sibly also for John. Have you applied your
thor of the paper sitting next to me, so I clustering algorithm to the problem of say
shouldn't steal her thunder - but there are instead of recognizing the actual signal con-
other techniques you can use. For example, stellation, recognizing the multiple modulus
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that the signal constellation can be on, which togram even if there is a residual carrier.
would allow it to be used before despinning? TREICHLER: This is John Treichler

RICE: Are you saying try to assume that again, and I badly want to give a non-answer.
there are different modular rings and trying [LAUGHTER] At our own happy little corn-
to make a decision as to which one you're pany, there are two rabid camps. One camp
closest to? Is that ...? thinks this radon transform idea is neat and

AGEE: I'm saying trying to recognize robust and works all the time and is ....
what kind of a QAM signal you have by recog- RICE: Which camp are you in, John?
nizing the different moduli that the signal is [LAUGHTER]
on, rather than actually despinning and rec- TREICHLER: There is another camp
ognizing the constellation. [LAUGHTER] that believes that this radius

RICE: Well, I didn't do that. A fellow at method is the right one. The fact that you
Lockheed-Denver did that a few years ago, don't have to have the carrier perfectly ex-
but he never really pushed it too far. He tracted, and therefore the constellation per-
didn't do it on any channels that were dis- fectly identified, and things like that are
torted. He just did it on noisy synthesized very attractive. I have recently heard some
signals. He did that on a research effort, and of- [UNINTERPRETABLE] euphemistically
I don't think ever continued to see how well say this - some highly respected people at
it would work on real channels. your ex-employer who believe that the radius

But, yeah, if you do amplitude histogram- methods are just as good as anything that
ming, those different moduli, those different keeps the two dimensional integrity of the
QAM types, will have different amplitude his. constellation, and they're coming to like that.
tograms. Is that what you mean? But the reason I claim this is a non-answer

AGEE: Yeah, I was wondering if that had is neither side has analyzed their methods or
been done. tested them fully enough to really make any

RICE: Yeah, well he did that and it cer- clear claim which is better. It's obvious that
tainly worked when there was no channel dis- if you didn't have to do any final despinning,
tortion. I didn't trust it until the signal had that would be nice. But some people don't
been equalized somewhat. So, I'm not sure believe that giving up that extra dimension
how well that works. of information is a good idea. So we'll see.

AGEE: I'm just saying if you used a CMA RICE: I might mention that the cluster-
or a Godard algorithm in conjunction with ing technique in the picture I showed was not
this, it would be able to basically equalize the the one that we finally settled on. The one
distortion but it wouldn't be able to despin it that we wound up using was the following:
unless you used like a Benveniste algorithm, set a circle at a radius equal to the square
one of those .... root of the energy. Put the hypothesized

RICE: Oh, yeah, I think that'll work, number of constellation points equally spaced
Brian. I think it will. I mean, I think that around the circle, and then let them gravitate
my colleague showed that it would work if to cluster centers with an iterative algorithm.
the channel was equalized. Because the am- If you had the the wrong number, the mea-
plitude histogram doesn't take into account sure of dispersion would tell you that. If you
carrier offset, you get the same amplitude his- had the right number, the dispersion measure
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would minimize. That idea worked extremely from an academic viewpoint. We have been
well. There are lots of ways to skin that cat, working on this problem at USC also. That
I think, is the following: What is the interpretation

WEBER: Andreas .... of all these ad hoc schemes from a likelihood
ANDREAS POLYDOROS: Thank viewpoint, or from a fundamental decision

you. I'm Andreas Polydoros from USC. I'd theoretic viewpoint? That is, you do a fea-
like to offer a thought or follow on Bob Peile's ture extraction. How does it really relate to

question ... can you hear me ... on the infor- a likelihood function? I think an academic
mation theoretic viewpoint of the problem. job of that sort is very much required be-
Let me change a little bit the terminology. I cause there are so many schemes around, that
would call it "decision theoretic viewpoint," abound, and you can only start to put them
because you're eventually in a specification into perspective if you ask yourself that very
problem. You take a decision, a final deci- fundamental question. For instance we've
sion. You'll be surprised to see that if you looked at the connection of Bill Gardner's cy-
ask the very simple question, "What is the clostationary processing to a likelihood func-
performance of a joint estimation and deci- tion. And he has asked himself questions
sion scheme, the simplest?" The answer is as to how that connects to ambiguity, pro-
not known. You could answer about the vari- cessing, or Wigner distributions, and so on.
ance, let's say, an estimate by a Cramer-Rao Then, but there still remains the question:
bound. And you can answer the classification How would you connect that to a likelihood
probability if you knew the parameters. You functional that takes into account the specific
ask yourself what is the classification proba- temporal features of the signal and so on?

bility of error if I do not know a parameter. Some of the answers are in. But I think, at

The answer is not known. It depends on the least in my mind, there is the dastard world,
nature of the parameter. So if the parameter, there's also the academic world, and our job
for instance, is the unknown data or the phase is to push those questions and at least pose
for which you can write the distribution, you them. Some of the things that I see is that
might be able to write down something be- we're asking questions: What happens if you
cause of the joint estimator bit correlator of have two signals, three signals and so on? But
the structure. But if you do not know that it's important to settle on different classes of
parameter and you look at any book or try models and in each one of them, to try to
to write it down, the answer is not known. pose the questions. Because otherwise we're

getting confused as to what model applies to
So my point is that there are some very fun- where.

damental simple questions here that cannot

be answered, or have not been answered yet. WEBER: Bill ....
That even regards a nice additive white Gaus- GARDNER: Yeah, I have some com-
sian noise background. You start putting a ments in response to Seymour's remarks ear-
Middleton model or filtering or so on, you lier, having to do with actually both that and
start to realize what the problems become the problem of trying to design a signal to be
and come about. LPI while still not making the communica-

Now aside from that I think there's a big- tor's problem too difficult.
ger question that we should be asking, at least If I'm not mistaken I think Mark's analysis

73



was applied to real PAM signals only. If you behavior of these ratios would be helpful in
consider complex PAM signals which would any way? And the second question, addressed
be the baseband models for the QAM digital to Ed, do you need to specify a set of features
signals we'd be interested in, then this idea of, to your neural network receiver?
let's say, dithering the amplitude with some- SATORIUS: Ah, the answer to that ques-
thing like a Gaussian distribution, you would tion is, yeah, you do. You do that through the
then need a complex value Gaussian distribu- effectiveness of the training.
tion, which means you would be ditnering the SOLIMAN: OK, in the case of digital
phase as well as the amplitude. But in fact likelihood signals, what set of features do you
ve know that if you dither only the phase think will be helpful in this case?

you can in fact prevent the regeneration of SATORIUS: Well, probably several. One
spectral lines with certain order nonlineari- would certainly be, which we didn't input
ties. But then you're again presented ,ith a yet, angle-of-arrival, one would be amplitude.
problem if you've used a pseudorandom se- Another would be basically the timing in-
quence to dither the phase of a digital QAM formation that's extracted anyway from the
signal; you may considerably complicate the phasing of the hops in the case of the agile
communicator's problem of undoing that at emitters. Those would be examples of fea-
the receiving end. tures that should be put in. It's kind of like

If you take another approach of - take the the point that I - maybe Steve made about
fact that any bauded signal, if it's bandlim- the co-channel interference problem, that
ited to let's say 1/(N x the baud rate), you timing is helpful in separating out co-channel
cannot regenerate a spectral line with a non- interference problems, and that would also be
linearity of order less than N. But if you helpful for this network.
bandlimited a bauded signal - to such as nar- WEBER: Steve ....
row bandwidth - you've introduced very se- STEARNS: OK, in answer to the first
vere intersymbol interference, again making it question, the answer is yes. I think it would
very difficult for the communicator. It could be helpful to have some receivers that will
be possible, I guess, to reduce the information asymptotically approximate likelihood ratio,
baud rate by a factor of N, and stuff in be- or the generalized likelihood ratio. The use-
tween the information bauds known bauds, fulness would probably depend on whether
and perhaps use that to remove the severe we're talking about a high signal-to-noise ra-
intersymbol interference at the receiver. But tio asymptotic receiver, or a low signal-to-
still I think it seems like you're always stuck noise ratio asymptotic receiver.
with this difficult problem. The more LPI I'd also like to comment on Andreas' point,
you make the signal, the more difficult you that the performance of the type of structure
make it for the intended receiver to operate that I put up is unknown. You'll notice that
properly. I didn't present any performance results for

WEBER: Samir .... it. Not only do we not have the performance,
SAMIR SOLIMAN: I have two ques- we do not even have bounds on the perfor-

tions, one addressed to Steve. Do you think mance; nor can we obtain them by simula-
a receiver which will approximate the likeli- tion because of the high degree of architec-
hood ratios ... or consider this. Asymptotic tural parallelism which prevents that struc-
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ture from even being simulated on a serial I get the impression that in 15 years time the
machine or a supercomputer for any reason- performance will be much, much better than
able numbers of parameters. The only way these at the moment, which was the funda-
to get the performance of that structure is to mental of my question. A second question,
actually build one, and we're not at the point which is going back to the QAM question, is
where that can be done yet. that I don't know anyone who uses 256-QAM

SATORIUS: But you know that's ex- who doesn't use trellis coded modulation to
tremely important from other points of view give you a large Euclidean distance separa-
t-o. A company builds a machine that's sup- tion over time in an average sense. We've
posed to do this real time identification, they seemed to suggest that if it can help the trans-
bring it into a sponsor, and the sponsor says, maitter and receiver, that ought to be able
"OK, how well does this work on a very sim- to help an interception receiver. Has anyone
ple problem?" And the guy says, "Oh, well tried to do a multidimensional look at where
we get an error rate of .0000001 ... ," and would this large Euclidean distance help clas-

he can say, "That's neat, you just violated sify coded QAMs? [PAUSE] Maybe the an-
the bounds on any probability you could de- swer's no! [LAUGHTER]
rive from an information theoretic or from an WEBER: Nobody wants to say yes!
analysis point of view." So, you know, it's an RICE: The QAM receiver that produced
important issue. the tight clusters you saw also had a trellis

WEBER: With respect to the approxi- coding demodulation capability, but we never
mating the likelihood functional at low signal- tried to do Fnything with trellis coding before
to-noise ratio, we've been doing some of that we had settled on the constellation and went
with some success on some simple cases. In into decision-directed mode. Once we went
fact in a couple of cases that corresponded to into decision-directed mode, then we could
the spectral correlation algorithm. It ended crank in the trellis coding but not before.
up being the same function when you sim- PEILE: I suppose my point is that the
plify the likelihood functional; in most of the presence of coding over known type ought to
other cases it's not. But so far it's had to be help your classification in some sense.
relatively simple models in order to really get RICE: Yeah, it should. There ought to be
it to work for reasons that we've been talking a way to do that.
about all morning. It's really difficult unless PEILE: Especially Euclidean distance
you're really able to assume statistics. coding.

SOLIMAN: Samir Soliman again. I think TREICHLER: I'd like to make a com-
the idea of using the approximation of the ment on that sometime.
asymptotic type of receiver will help in pro- WEBER: John ....
viding some bounds in the performance of TREICHLER: Ah, John Treichler again.
such receivers. I apologize for once again speaking [LAUGH-

WEBER: That was really one of our mo- TER] and I'm going to give you yet another
tivations for doing that, was to get bounds. non-answer. Theoretically, yes. Trellis cod-
Rob .... ing can give you another couple of dB. Any-

PEILE: OK, I'm glad I've put the question body who has looked at curves of detectabil-
of bounds up because it's given me an insight. ity as a function of signal-to-noise ratio where
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that couple dB may be crucial. The flip side lanta builds one ....
of it, however, is that it increases the dimen- RICE: Super ... I think it's supergroup ....
sionality of your search. Typically in the TREICHLER: ... Digital Communica-
intercept column you already have a billion tion something or the other is the name of
things to look at anyway, and you're often the company.
willing to trade down looking for the simplest RICE: I think MCI uses that ....
features first, sequentially, and then only nar- TREICHLER: And some of them will op-
rowing your search as you proceed through. erate uncoded - yes, they were built for MCI,
Typically you'd look for - let's use a case of and they were used to send a Ti over a super-
these newer trellis coded modems that are in, group. Some of them have forward error cor-
say, voice-band modems. You look first to see rection, not trellis coding; and some of them
if it's 2400 baud. If it's 2400 baud, you try have no coding at all. What I've heard is
to equalize a little bit and stop the constel- that their business has leveled out, then it's
lation, figure out how big the constellation expanding no more - 0 into fiber, in the for-
is. You then go into a decision-directed mode what-it's-worth category.
and clean it up enough to where you have WEBER: One more comment from Bill,
fairly accurate bit decisions or symbol deci- and then maybe we'll wind it down ... it's
sions. Then you go in and try to identify the getting time for a break ....
trellis, and in fact there are ways to identify GARDNER: Yeah, I had a comment
the trellis if you know the constraint length, from a different point of view on the effect of
or if you know the constraint length to be a data encoding. Again if you're trying to de-
small range of things. And so, yes, you could sign a signal to be LPI, you can exploit data
say I'd like to go all the way out to the end encoding. If you take a look at the general
and detect - with no probability distribution spectral correlation properties of all bauded
whatsoever, everything is equally likely - all signals, you find that the strength of a spec-
trellises, all constellations, all baud rates, all tral line that can be regenerated with nonlin-
center frequencies. But in fact the dimen- earities depends not only on the pulse shape
sionality of that search is so horrible, as a or envelope, but also on any correlation that
practical matter you don't do it that way. might be in the data. So in principle you can

WEBER: Bill? introduce correlation through encoding if you

STEIN: By the way, I believe if you go reduce the strength of regeneratable spectral

back a year or two ago you'll find some liter- lines. Thank you.

ature describing 256 and 1024-QAM modems WEBER: I'm sure we'll have chances to

being used on telephone cable lines. The 256 continue on with this, but thank you for

are not trellis coded, neither were the 1024. attending. We'll reconvene at 3:00 p.m.

The 256, I believe, were indicated to be a re.l with Bill Lindsey's "Communication Chan-

product that was already in operation in the nels" session.

U.S.
RICE: I think MCI uses one ... don't they

have a group band modem?

TREICHLER: Yes, there are supergroup
band modems and others. An outfit in At-
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INTERACTIVE AND AUTOMATIC SIGNAL ANALYSIS

I Bart Rice, Roger Deaton, Clare Heiberger

Lockheed Missiles and Space Company, Inc.

I. INTRODUCTION an Independent Research and Development

Signal analysis is a large and expanding (IR&D) project which has resulted in sys-

field of activity. There are many reasons for tems for both interactive and automatic

analyzing signals. For example, the classical analysis of communications signals. The

system identification problem is addressed interactive analysis system is implemented

by analyzing the system output when the in software (FORTRAN on VAX/VMS

system input is known. A flexible modem machines, currently with Tektronix 401X

(MOdulator- DEModulator) which is used graphics terminals, VT100's with Digital

to demodulate signals which may have been Engineering RETROGRAPHICS VT640

modulated in one of a number of ways must cards, or GPX workstations). It infegrates a

quickly analyze an input signal to determine .rule-based" hierarchical decision tree with

the precise type of modulation and parame- an internally-developed Signal Analysis and
ters (symbol rate, carrier) so that, for exam- Simulation System (SASS) into a program

appropriate tables may be loaded for called RBAS (Rule-Based Analysis System).

correct demodulation and decoding. In The analyst, who can specify one of several

communications systems, it may be required (currently, two) skill levels at which he or

to route a received signal to an appropriate she wishes to operate, is prompted by RBAS

processor, such as a facsimile machine, to provide answers to a sequence of ques-

These functions have been complicated in tions about the signal being analyzed. Based

Srecent years by a marked increase in the on the answers, RBAS suggests various tests

number of possibilities. An analog channel, to conduct next (using SASS) and draws

for example, may contain a voiced signal or conclusions. In its present form, RBAS

a data signal in one of a variety of modula- does not attempt to answer the questions

tion formats. The receiving system must itself or to run the tests automatically. This

quickly determine which processor is could be done, however, if an application

appropriate for an incoming signal and allo- warranted it.

cate resources accordingly. Lockheed's automatic analysis system

There are several methods available accepts time-division multiplexed (TDM)
for p,.rfnrming these analysis functions, channels sampled at 4000 complex samples
either interactively, with an operator or per channel per second. In the present

analyst present, or automatically. Interactive configuration, the TDM data are obtained

signal analysis generally makes extensive use via a digital transmultiplexer operating on a

of graphics and may compute measures and digitized baseband of frequency-division

features as directed by the analyst. The multiplexed channels. The output of the

automatic techniques involve computation transmultiplexer is placed on a high-speed

of signal "measures" and "features" which bus. An internally-developed channel selec-
characterize the relevant signal types, or at tor board and interface enables selected

least are sufficient to enable the different channels to be passed to either of two

signal "classes" to be distinguished from one Numerx MARS 432 array processors, which
another on the basis of the computed are attached to a MicroVax 8200. Algo-
features. rithms operating in the array processors

In the past couple of years. Lockheed compute signal features and analyze the sig-

Missiles and Space Company has engaged in nal via a hierarchical decision tree which
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uses the feature values to determine the Ordinary speech is characterized by
type of each signal. rapid energy fluctuations. Figure la shows a

In section 2, properties of a number of plot of long-term energy" (computed over

signal types are discussed which enable a one second) and "sbortterm energy" (com-
signal analyst to identify signals of those puted over 10 milliseconds). The short-types. These are signals likely to be found term energy is seen to often cross thresholdsin anaog voice channels. Another IR D above and below the long-term energy

project. not discussed here, has resulted in value. For most continuous bauded ' sig-
an Automatic Signal Classification algorithm nals (discussed below), there are very few

for signals at Radio Frequencies (RF) using threshold crossings. Figure lb shows a simi-

many of same kinds of signal characteristics. lar plot for a QPSK signal. Thus, the

In section 3, Lockheed's Rule-Based "number of threshold crossings" computed
over a specified interval is a feature which

Analysis System (RBAS) is described, helps distinguish voice from other signals.
RBAS is a computer program which incor-

porates the properties of common voice The spectrum of voice is relatively

channel signals into a tool for signal "spikey", as shown in Figure 2. Also, it

an dysts. Rules which guide the analyst tends to change as a function of time much
babed on signal properties are formatted in more rapidly then the spectra of other types

an almost-English -meta-language." The of signals. Ifence, the correlation of the

rules are read by a proprietary FORTRAN spectrum of voice over different time inter-

program called GENP (GENerate Program), vals tends to be lower than that of other sig-
which translates the rules into executable nals, providing another useful signal feature.
FORTRAN source code. The meta- Figure 3 shows the distribution of the corre-
language and GENT were developed by lations of signal spectra over different half-
Tom Wright at Lockheed's Denver Elec- second intervals for different signal types.
tronics Laboratory. Note how the values for the bauded signals

are near 1.0, indicating that the PSDIn section 4, LMSC's automatic voice changes little from one interval to the next.

channel classification system is described.

The decision logic employed in the - FSK (Frequency, Shift Keyed) signals
classificati( n algorithm is hierarchical. This
approach as compared with a Bayesian As in all "bauded" or "keyed" signals,

approach in which a multivariate distribution information is transmitted by sending "sym-
function of the features is assumed. Con- bols" at a certain rate, fj symbols per
clusions are summarized in section 5. second, so that the symbol duration

= I /fl is a constant. In the case of FSK,
'2. PROPERTIES OF SOME COMMON the symbols are sinusoids at different fre-
VOICE-CIIANNEI. COMMUNICATIONS quencies. If m symbols are employed,
SIGNALS log 2 m bits of information per symbol may

be conveyed. For FSK, usually m =2. IfIn this section we discuss the proper- the modulation index (ratio of maximum

ties of various signals which enable them to fee xcursion to ol rate)ui
be quickly identified by a signal analyst. feunyecrint yblrt)i
bhe quicklyetied bay e in ad anyt. greater than I, the power spectrum will con-
These properties may be incorporated into ta spksaecho tefrqnis

rules for an interactive "expert signal corresponding to the symbols. An example

analyst" or into features for an automatic csrrisening to the pebos An ea -

signal classifier and parameterizer. In the is given in Figure 4. The peaks will be ar-
rower if the modulation index is an integer.next section, we describe such an expert This is because the sinusoids at either key-

analyst and automatic classifier operating on i feue theinpsom one sy
multplesimutaneus nputsign~s.Te ig frequency are in phase from one symbol

multiple, simultaneous input signalsThe to the next. Thus, correlations with a
scope of the discussion is limited to signals sinusoid (as is a DFT coefficient) at or near
which are often used for communications

one of the keying frequencies reinforce,
whereas such correlations may add destruc-

- Voice tively if the modulation index is not an
integer.
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Figure 5 shows the spectrum and the - MCVFT (Multi-Channel Voice-Frequency
spectrum of the square of a Minimum Shift Telegraphy)
Keyed (MSK) signal, which may be Frequency-division multiplexing is a
regarded as an FSK with modulation index well-established method for multiplexing
5. Computing the spectra of signal powers multi-user digital data for simultaneous

using the analytic signal rather than the real transmission through a voice channel.
signal prevents the appearance of spectral CCITT (in English, International Consulta.
energy at certain other frequencies, which is tive Committee on Telegraphy and
useful since multiple spectral peaks can Telephony) Recommendations R.31, R.35,
complicate analysis. When using the ana- R.36, and R.37 specify standards for
lytic signal, the square of an FSK is another MCVFT modems. Signals in this general
FSK with twice the modulation index, class have very distinctive PSDs, with a
Thus, the square of an MSK is an FSK with "peak-valley" structure which distinguishes
modulation index 1, so its spectrum exhibits them from other signal types. Figure 10
peaks separated by the symbol rate. If the shows the spectrum of an R.31 signal. The
spectra of the signal and its square are individual "sub-channels" or "canals" are on-
presented as in Figures 5, with the spectrum off keyed (OOK), as can be seen from the
of the square "compressed" by a factor of 2, "sonqram" of figure 11. R.35, R,36, and
the peaks in the spectrum of the square -line R.37 have low-rate FSK modulation in the
up" under the actual keying frequencies in canals. Some MCVFTs can have low-rate
the plot of the spectrum of the signal. If PSK signals in the subchannels.
the analysis system provides the capability of
making screen measurements using a cursor, - PSK (Phase-Shift-Keyed) Signals
the analyst can estimate the locations of thepeaks in the spectra of the powers and These signals are generated by shifting
thereby obtain an estimate of the carrier and the phase of a co-stant amplitude carrier atsymbol rate. This technique of inspection of regular time intervals. Rapid phase shiftscymoprteed iseca e oors i n tic o are wide-band processes, but the signals are" co m p re ssed " sp e c tra o f p o w e rs o f a n a ly tic a d l m t . T h s e n r y i l o t t t e
signals is quite helpful in analyzing several band-olmited. Thus, energy is lost a thetypes of signals, as will be illustrated below, symbol transitions, producing a temporary

drop in amplitude of the signal. Conse-
Figure 6 shows the result of passing an quently, the signal envelope contains a

FSK signal through a frequency discrimina- periodic component at the symbol rate. This
tor. Figure 7 shows the frequency histo- phenomenon occurs in many bauded signals.
gram of such a waveform (an MSK signal, It is manifested in the spectrum of the
in this case). The output of a frequency envelope, as illustrated in Figure 12. Adiscriminator can be degraded by noise. symbol-rate component may also be
Figure 8a gives an example. It may be pos- obtained by a delay-and-multiply of the
sible to restore the two-level nature of the input signal, where the delay is a fraction of
waveform by use of a median filter, which the symbol duration. This is the "chip rate
rejects isolated noise spikes (like a low-pass detector" commonly used for chip rate
filter) but maintains 'causal' rises or falls in recovery in spread spectrum systems.
the signal level. Figure 8b shows the result Let us represent a PSK signal as
of passing the (oversampled) waveform of
Figure 8a through 21-point median filter. ,(j). es(2" / t. #1) ,

One of the properties of MSK is that where the phase 0(t) "shifts" every T
its envelope is quite constant, like that of a seconds. For BPSK (Binary PSK) signals,
sinusoid, much more so than amplitude- 1(t)- 0(t- T)=0 or r. Thus, 0(f)-00 or
modulated signals and even more so than +00 for some initial phase 00.
phase modulated signals. And, like a
sinusoid, its histogram is "u-shaped", indi- The spectrum of a BPSK (and other
cating that the MSK waveform spends most wSil and sp o lie a red
of its time near ± I ,nd relatively little near bowl, while the spectrum of the square ofo l~gure9 cotais anexamle.the signal contains a spike at twice the car-

rier frequency. The spectrum of a BPSK sig-
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nal and its square are shown in Figures 13. If no randomizer is employed, the
The reason for this "spectral collapse" is modem in an idle state may alternate, at the
clear from the equation symbol rate, between two phase states. The

l(2r2H+2E 0 ) spectrum of such a signal is likely to have a32({t Ce , I+2°J spectrum which resembles that of an FSK

since :2,o is either 0 or 27r, and s2(t) is .a signal. Inspection of the spectra of the

sinusoid at frequency 2f1. powers of the signal often reveal the true

Vestigial sideband signals (VSB) are nature of the signal. Figure 15 contaids the

BPSK or, more generally, ASK spectrum, the spectrum of the square, and

(Amplitude-Shift Keyed) signals in which the spectrum of the fourth power of such a

one of the two redundant sidebands has non-random QPSK signal. While the first
two spectra are atypical of a QPSK, the

been removed by filtering, except for a "ves- fo per reveal oda spe

tige" of the upper or lower sideband. fourth power reveals considerable spectral

(CCITT Group 2 facsimile signals are also collapsing at 4f, which should not occur in

VS13. These "analog fax" signals are easily an FSK signal.

identified from the End-of-Line dropouts One form of Differential QPSK
which occur sixty times per second.) The (DQPSK) has 0(t) - 0(t- T) = ±ir/4 or

spectrum of I3PSK/VSB or ASK/VSB signals ± 3;r /4. Thus, 40(9)can take on any of eight

is very much like that of an ordinary PSK, phase values, 00 + k r/4, 0<k<7. But,

but the spectrum of the envelope does not the spectrum of the fourth power contains

contain a symbol-rate spike. The spectrum two spikes, centered at four times the carrier

of the square will contain a spike at 2f, and separated by twice the symbol rate. The

however. If the signal is basebanded with spectra of the first, second, and fourth

the recovered carrier, the missing sideband powers of a DQPSK (CCITT V.26b) is

reappears in the real part of the basebanded shown in Figure 16.
signal. This is because of the shape of the This phenomenon can be explained by
amplitude response of the VSB filter and the observing that (temporarily assuming that
fact that the spectrum of a rzal signal is h€=O) u(t)=s(1-T)e"', where
conjugate-symmetric. Thus, the spectrum 0 -(2k+1)7r/4, -2<k/<1. Thus,
of the envelope (or square) of the real 84(t) =s( f- T)e" !-' (t- T). That is,
basebanded signal will contain a symbol-rate s4(i) is a signal in "revs" (reversals), with

spike. period 2/T. It is a one-dimensional signal

For QPSK (Quadrature PSK) signals, and thus contains strong frequency com-
o(t) - o( t- T) =0, ± r /-2, or Yr. Thus, ponents at ± 2/T. Reinserting a non-zero
the spectrum of the fourlh power of a QPSK carrier f , these components appear in the
signal contains a spike at four times the car- spectrum of 84( 1) at 4f, ± 2/T.
rier frequency. The bpectra of a QPSK, its QPSK can be ideally represented by
square, and fourth power are shown in Fig- the diagram in Figure 17, where, theoreti-
ure 14. cally, a(t), b(t)=± 1, and they change to a

Certain PSK modems (MOdulator- new value at the same times, every T
DEModulator) will revert to an "idle" state seconds, where fA =1/T. Offset QPSK
while awaiting data. In this mode, a short (OQPSK), or Staggered QPSK (SQPSK), is
repetitive sequence is transmitted. Some- a modulation type in which the keying times
times the repetitive pattern will be generated for a(t) and b(t) are offset by T/2 seconds.
by a periodic "randomizer," or "scrambler." The spectrum of an OQPSK signal will look
In this case, the spectrum will have a line like that of a QPSK signal, and, like a
structure, where the lines are separated by QPSK, the spectrum of the fourth power
1/(period of the sequence). The relative should contain a spike at 4f,. But, the

magnitudes of these spectral lines are spectrum of the square of an OQPSK will

obtained by multiplying spikes of equal contain spikes at 2f,± .5/, These will be

height by the spectrum of the signal in nor- somewhat weaker than those for an MSK

mal data transmission mode. signal. MSK and OQPSK are very similar
modulations (cf. 141), despite the fact that
OQPSK is regarded as a type of PSK,
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whereas NISK is a kind of FSK. MSK may continuum of values because of noise, pulse
be obtained as an OQPSK with a raised shaping, band-limiting, intersymbol interfer-
cosine pulse shaping. Often, a demodulator ence, and other distortions due to various

designed for one will also successfully channel effects. But, with proper process-
demodulate the other. Also, in the spec- ing, if the noise and distortions are bounded
trum of the envelope of an OQPSK, the within limits (which vary according to QAM
second harmonic of the symbol rate often type), the value of (a(t),b(9)) when I is
appears as strongly as the symbol rate itself. near the center of the symbol interval is
This is discussed in more detail in the next close enough to the theoretical value of the
section. intended symbol to permit the demodulator

8-PSK signals can shift to any-of eight to correctly determine which symbol was

different phase states, transmitted during that interval.

0(t)- 0(t- T)=kir/4, 0<k<7. The As with PSK, for QAM signals the
eighth power of an 8-PSK should exhibit a spectrum of the envelope or of the output
spectral collapse at 8fc, but often this spike of a delay-and-multiply process will contain
is qjuite weak and can be masked by noise. a symbol-rate spike. In general, it should be
Considerable integration may be required to possible to detect such a spike for any SNR
detect it reliably. Thus, 8-PSK signals are for which it is reasonable to continue the
often better identified by other methods. analysis. For example, the delay-and-
This is especially true in voice-grade chan- multiply technique (the classical chip-rate
nels, where the spectrum f the envelope is detector) is known to produce a recognizable
likely to reveal a symbol-rate spike at 1600 timing line for BPSKs and QPSKs with
liz. Most other PRK (and QAM) signals negative SNRs. However, for signals with
have keying rates of 1200 or 2400 Hz. complex, multi-state constellations, the

'folding" techniques described above will
Quadrature Amplitude Modulated (QAM) probably not produce any distinct features

signals which can be used to classify the signals,

The appearance of a symbol-rate spike although the fourth or eighth power of some

in the spectrum of the envelope or of the of these signals may contain detectable

output of a delay-and-multiply, together energy at 4f, or 8f, if long FFTs and con-

with a conclusion that the signal is not one siderable averaging are employed.

of the PSKs, indicates that the signal is a Noise presents fundamental limitations
QAM signal. QANIs may be represented as on our ability to determine the nature of
in Figure 17, where a(t) and b(t) may QAM (or other) signals. i:igures 19a and
assume multiple values. If we define a 19b show three-dimensional plots of a
QANI signal to be any signal modulated in CCITT V.29 constellation in which Gaussian
this way, then PSIK signals become a sub- clusters are placed about the constellation
class of the general class of QAM signals points to simulate the effect of additive
defined by the equation a2(t)+ b2 t) = white Gaussian noise at 20 dB SNR and 15
constant. dB SNR, respectively. Even if the precise

In theory, for any given QAM modula- modulation type of the signal in Figure l9a

tion, the pairs (a(t),b(t)) take on only a is identified, the demodulated symbol

small number of possible values. The sequence would contain many errors. And,

values form the "constellation" of that QA N it would be useless to demodulate the signal

type. Some common constellations are of Figure lgb.

shown in Figure 18. A "symbol" consists of Other distortions besides noise, how-
one of these pairs, and information is con- ever, have a greater impact on the difficulty
veyed by the transitions from one symbol to of determining the constellation of a multi-
another (in some PSKs, the symbol itself state QANI signal. The left half of Figure
conveys the information, rather than the 20 shows a plot of the pairs (a(t),b(t)) at
transition). Symbols are transmitted over times f in the middle of symbol intervals for
specified intervals of duration T, where, as a perfectly basebanded QAM signal with no
before. lb =1IT is the symbol rate. In noise added, except that due to (12-bit)

practice, the pairs (a(t),b(t)) take on a quantization. The constellation is unrecog-
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nizable because of distortion due to QAM when the decision-directed equalizer
bandlimiting, which produces intersymbol has converged. All of the original disper-
interference. This signal demonstrates a sion in the consellations of Figure '20 was
keying spike in the spectrum of its due to channel distortion, not noise.
envelope, but the spectra of the second, Sometimes the analysis of QAM sig-
fourth, and eighth powers contain no nals can be facilitated if the modulation is
identifiable spikes. The signal may be unbalanced" (i. e., E(a 2(t)) 5E(,bh()
enhanced by adjusting the taps of a transver- where E denotes expected value), as some-
sal filter to minimize some error criterion, times occurs. The discussion in this case

under the assumption that so doing will also gives insight into the analysis of offset
invert the channel response and result in a modulations, such as OQPSK.
filter output with much less distortion. As observed above, the envelope of a

The most common adaptive filter used bauded signal contains useful information.
for this purpose is the Godard Algorithm Digitally, this may be obtained by taking the
[51, which minimizes the total amplitude Hilbert Transform of a signal
dispersion of the signal. Figure 19b shows
the constellation of the signal at the output Z(t) =a(t)cos2rfct + b(t)sin2rfct

of a converged Gudard equalizer. The to obtain
Godard algorithm has the advantage that
precise carrier information is not necessary i( t)=- a(t)rin2rft +b(t)cos2ir fat,
for the adaptive filter to converge, whereas whence z2(t)+ i

2(t)=a2 (t)+ b2(t). If,
other techniques, such as the Benveniste- instead, we inspect z 2(t) separately, we
Goursat III method, are more sensitive to obtain
error in the estimation of the carrier fre-
quency. z 2 (t) = a2(t)cos(2x f, t) -b(t)sin 2(27r f, t)

Even for the Godard algorithm, accu- + 2a(t)b(t)cos(27rft)sin(27r ft)
rate carrier recovery is required to actually =.5( 2(t) + b2 (t)) + .5(a 2(t)
recognize the clusters in the constellation.
If there is no carrier spike in the spectrum - b2(t).)cos(47rfat)
of the fourth power or eighth power, the
center of the "'inverted bowl" in the signal
spectrum may be taken as a rough estimate The first term is, of course, the
of the carrier. This estimate may be refined envelope squared. The third term has
by adjusting the estimate to "track" to an bandwidth approximately equal to the sum
assumed four-phase constellation. This of the bandwidths of a(t) and b(t) (assum-
technique is discussed further in tl,e next ing they are independent), centered at fre-
section. quency 2fc It may cause a "hump" i, the

Once a QAN1 signal has been spectrum of y"(t), but no spikes.
sufficiently equalized and basebanded, the The second term, however, has the
signal constellation may be recognized potentia for revealing information. Both
automatically by phase- and amplitude- a2(t) and b2(t) contain frequency com-
histogramming, or by clustering. Of course, ponents at the symbol rate fb If
in interactive analysis mode, it may be E(a 2(t)) =E(b2(t)), then this term contri-
identified by visual inspection. butes nothing to the spectrum. If, however,

At this point, the QAM demodulator the modulation is unbalanced, then this
switches to "decision-directed" mode, in spectral component at the symbol rate "leaks
which the error signal used in adjusting the through." When it "mixes" with the sinusoid
phase in the carrier-tracking loop and the cos(47rflt), the result is spectral lines at
taps of the adaptive transversal equalizer is 2f,± fb in the spectrum of z 2(t). The
the vector difference between the detected strength of these spikes is dependent on the
phase and amplitude and the nearest con- amount of imbalance. Thus, estimates of
stellation point. Figure 21 shows the results both the symbol rate and the carrier are
of the demodulation of a (noiseless) 16- available from the spectrum of the square.
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The second term of the equation pro- The keying spike of a Class I partial
vides information also in the case of "offset" response signal or quadrAture partial
or "staggered" modulation types, such as response signals is at the center of the spec-
OQPSK, in which symbol transitions in the trum. The histogram of a basebanded class
two "arms" are offset by T/2, one-half of a I or class 4 partial response exhibits a "tri-
symbol interval. This results in the symbol angular" structure (Figure 22), the number

rate components in a2(t) and b2(t) being of causal peaks depending on the number of
out of phase by T/2 seconds, or 180 amplitude states. Also, unlike almost'every
degrees. Thus, these components tend to other type of data communications signal
cancel in the first term, a2(t)+ b1(t), and to except OOK, partial response signals have a
reinforce in the second term, again produc- valid state at amplitude 0. Thus, the signal
ing spectral lines at 2fz± f6. Note that if histogram tends to peak at the quantization

an offset-modulated signal is basebanded (i. level corresponding to amplitude 0, even if
e., f/=-0). a strong symbol rate estimate is the carrier estimate is not accurate. Finally,
obtained from computing the spectrum of the spectrum of the fourth power of a partial
the difference of the squares of the signal's response signal may contain a spike at
real and imaginary parts. 4f,+ b, as may be inferred from Mazo [61.

The observations above account for
one of the principal recognition characteris- - Summary of signal properties

tics of offset modulations. Namely, when Many of the signal properties discussed
the signal is subjected to a non-linear pro- in this section are summarized in Figure 23.
cess to produce a spectral symbol-rate line, Certainly, other types of signals may be
the spike of the second harmonic is as found in voice channels. Analog facsimile,
strong or stronger than the one at the sym- various combinations of tones, pulsed sig-
bol rate itself. Also, intuitively, the symbol nals, and others may also occur. The signal
transitions in such a signal occur at twice the types included here were chosen because
rate of the keying in each arm, so it is to be they represent a significant portion of the
expected that there will be a strong spike in challenges faced by a signal analyst attempt-
the spectrum of envelope at twice the key- ing to interpret a sequence of digitized vol-
ing rate. tage levels emanating from a typical voice

channel.

- Partial Response modulations

These modulations introduce deli- 3. RBAS - TE RULE-BASED ANALYSIS
berate intersymbol interference whi.'h can SYSTEM
be undone at the receiver, rather than Lockheed Missiles and Space Coin-
minimize the intersymbol interference, as is pany, Inc., has developed an interactive
done in other modulation schemes. For a "Rule-Based Analysis System" (RBAS) for
good discussion, see 131. Like VSB signals, analyzing and parameterizing the types of
these signals do not exhibit a keying spike in signals described in the previous section.
the spectrum of the envelope or the output Analysis software has been integrated into a
of a delay-and-multiply. Neither do they configuration-controlled package of VAX-
exhibit a spike at 2f, in the spectrum of the FORTRAN programs called the Signal
square, as do the VSBs. Class 4 partial Analysis and Simulation System (SASS).
response signals are single sideband and RBAS may be regarded as a program which
usually insert the carrier at a recognizable gives expert advice on using SASS to
level at one end of the signal band. The analyze a signal. SASS provides an analyst
spectrum itself is an inverted half-sine wave, with a considerable graphics capability (the
which peaks somewhat more sharply than figures in this paper were produced using
the spectrum of a PSK or QAI. After SASS). It is amenable to implementation in
basebanding, timing may be recovered by a compact Signal Analysis Workstation,
passtug the signal through a sequence of which is currently being developed at
rectifications and DC-not'h filters and then Lockheed.
computing the spectrum, which should con- The architecture chosen for RBAS was
tan a keying spike (cf. [71). that of an over-the-shoulder advisor for a
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user running SASS. Though RBAS is course, a desirable option for the analyst
included in SASS as a subsystem available might be to listen to the signal, if a digital-
from the SASS menu, RBAS in its current to-analog converter, filter, amplifier, and
form does not execute any SASS routines, speaker were available. Such a capability
This is left to the user.. RBAS, run on a could be easily implemented in software by
separate terminal from SASS (or a separate simply adding additional rules. If a signal is
window of the same workstation), prompts not voiced, spectral, histogram, and other
the user for answers to various questions plots are used to further classify the signal
about locations of spectral spikes, etc., and as FSK, PSK, QAM, etc. The structure is
makes recommendations about what next to quite general, so that the ability to handle
run to classify or parameterize the signal. It additional signal types may be included as
also gives instructions on how to execute soon as they are understood and rules are
the SASS programs. Its level of HELP is developed to classify and parameterize them.
adjustable, so those users with greater skill Furthermore, all parts of RBAS interface
get shorter HELP messages. Finally, based modularly. For example, if a signal is deter-
on the results of the sequence of results mined to be QAM, the user has the oppor-
from the various processing steps, RBAS tunity to perform QAM par " eterization
draws conclusions about the signal type. and identification using a program called

RBAS is implemented as a set of AUTOPARM (AUTOmatic PARaMeter

almost-English rules that are translated by a estimation), a separate RBAS program

Lockheed-developed program GENP (GEN- developed under the same IR&D project.

crate Program) into an executable FOR- To aid in the parameterization and
TRAN program. GENP accepts rules in a identification of a QAM signal, AUTO-
form such as R14-NOISE = PARM initially guides the analyst in
RI._LOW SNR AND. estimating signal parameters. To obtain a
R16 FLAT SPECTRUM and produces rough estimate of the carrier frequency,
FORTRAN code to evaluate each rule. several FFTs are computed and averaged to
RBAS was developed using GENP rather approximate a smooth power spectrum. The
than some conventional expert system carrier frequency is then estimated to be the
language because of the self-documenting location of the peak in the smoothed spec-
characteristics of the rules, because the rules trum. This method generally provides an
may be easily changed, or deleted, or rear- estimate which is accurate to within about .5
rangel, or supplemented, shortening percent, which is adequate to allow conver-
development costs and increasing flexibility, gence of the process which follows. Next, a
because the program output by GENP is as coarse estimation of the symbol rate is
fast as FORTRAN, and because it is compa- made. This is done by finding upper and
tible with the signal processing software rou- lower frequencies about the estimated car-
tines it may eventually call. rier frequency at which the signal PSD is

The major task on this IR&D project above a selectable threshold. Estimating the
was the development of rules to classify sig- symbol rate more precisely is accomplished

nals in voice channels. These rules urge the by computing the spectrum of the envelope

user to look at certain measures of the sig- of the signal and searching for peaks in the

nal, such as the spectrum, the histogram, vicinity of the initial, coarse estimate.
the short-term versus long-term energy Next, AUTOPARM subjects the signal
comparison, etc., and to determine the sig- to the Godard blind equalization algorithm
nal class from the encoded analytic rules. and to carrier tracking and symbol-rate
The decision tree used in shown in Figure tracking loops, to refine the carrier and
24. First, rules to check the quality of the symbol-rate estimates and to determine the
data (SNR, clipping or insufficient use of precise QAM constellation. The carrier
digitizer dynamic range, etc.) are applied, tracking loop works by adjusting the phase
and the user is given the chance to filter the of the received signal to minimize the
signal. The signal is tlen checked to see if mean-squared Euclidean distance to a four-
it is VOICE by inspecting the graph of phase constellation. It has worked for car-
short-term versus long-term energy. Of rier offsets as large as 100 Ha. Once the
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blind equalizer and the tracking loops have stream analysis capability, with programs to
converged, a phase amplitude plot readily determine and strip linear randomizers,

reveals the constellation, just as in Figure recover linear recursions, detect known pat-
20. terns, determine parity check schemes, find

Detecting the constellation can also be frame lengths, and perform other functions

done automatically. Once the equalizer and which are useful in bitstream analysis.

carrier and symbol-rate trackers have con- These have not been incorporated in RBAS.

verged, it remains to cluster the detected At present, the analyst applies RBAS as

phase-amplitude points into a constellation, described above, to help in obtaining the

A number of clustering algorithms are avail- bitstream for further analysis using the

able for this purpose. The detected constel- Bitstream Analysis Subsystem of SASS.
lation may then be compared with those in a

data base (this feature is not implemented at 4. LOCKHEED'S AUTOMATIC SIGNAL
this time). If a match is found, demodula- ANALYSIS SYSTEM
tion can proceed using the SASS QANI As part of the Lockheed IR&D pro-

demodulator in decision-directed mode with gram in signal analysis, a system was
the selected constellation and its associated developed to perform automatic signal
symbols-to-bits conversion scheme. If there classification on multiple simultaneous chan-
is no match, the QANI demodulation algo- nels. The signal classification function per-
rithm utilizes the recovered constellation formed is at a somewhat higher level than
and produces a demodulated symbol stream that described in the previous section. Sig-
for further analysis. nals are grouped into the categories (1)

While the current implementation of VOICE, (2) FSK, (3) PSK (including PSK,
RBAS requires inputs and judgements from QAM, and Partial Response), (4) MCVFT,

an analyst, it is clear that these judgements (5)NOISE, and (6) UNKNOWN. No

could be made automatically. A peak detec- parameter estimates are reported in the
tion routine would be required to estimate current version. A block diagram of this

symbol-rate spikes and carrier spikes, for signal classification algorithm is given in Fig-

example. In general, GENP is suitable for ure 25.

implementing a hierarchical decision tree The generally accepted approach to
and calling routines to provide the answers automatic signal classification is to compute
required to descend the tree. (GENP has a set of n signal "features" which "separate"
been used in precisely this way on another from one another the different signal types
Lockheed IR&D project, on which an to be categorized. These features are usually
automatic signal classification algorithm for taken from signal "measures', which are
RF signals was developed). It should be often more costly to compute. For example,
noted that RBAS is not quite an expert sys- the input signal's power spectral density
tem according to the commonly accepted (PSD) estimated using FFT's, may be a
definition of the term, since it does not pro- (costly) measure, while the "percent ft- f2
vide any traceaLility features to Allow a bandwidth" - the percentage of total signal
reconstruction of the path taken through the energy between frequencies f I and /2 - may
tree to arrive at the conclusion. But, it mar- be a useful signal feature computed from
ries easily with FOR,TRAN subroutines and the PSD bins. As a further illustration, Fig-
results in correct, efficient code. Incorpora- ure 26 shows the distributions by class of a
tion of new rules, modification of existing feature which we have termed the "auto-
rules, and rearrangements of the order in correlation lag ratio" (which was suggested,
which rules are executed are accomplished implemented, and tested by a colleague,
by editing the rule file and creating a new George Burgess). It is computed by corre-
FORTRAN program using GENP. lating the PSD coefficients offset by about

The final step in the analysis process 30 lit. Notice how the feature values for

is, perhaps, the largest. This is to demodu- NICVFT (R.31, R.35, R.36, R.37) signals

late the bignad to the hit level and an:lyze are markedly less than those for other

the bits. SASS contains such demodulation bauded signals. An initial feature set was

capabilities, and it also has a substantial bit selected by inspecting a large number of
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graphic outputs using as inputs signals from give the right classification decision but a
each class with a variety of parameters. The meaningless FOM. We discuss this further
signals were subjected to additive white below.
Gaussian noise at several signal-to-noise In the Bayesian approach, a likelihood
ratios (SNR's) and to channel filters which ratio test determines the most likely signal
provided three levels of amplitude and class. Using Bayes' rule,
group-delay distortion. Features whose dis-
tributions were overly sensitive to these' p,p ( clas i/features)
degradations were rejected. p( f eatureo/closs ilp(clase i)

Features were displayed using one -p(feaure#/clau j)p( c1a8 j)
dimensional displays like Figure 26and two I
dimensional "scatter plots," as in Figure 27. where p denotes a probability density func-
For each class, three or fewer features were tion. Thus, if the joint density functions of
sufficient to separate a given class of signals the features and the a priori probabilities of
from the others. The separation using three the signal classes are known, then the max-
features f 1,f2, and f1 could be displayed imum likelihood decision for the decision
with three scarier plo.s, showing the distri- class is the one which gives the largest value
Imtiois of each pair of realureb. When a bet of p,. In addition, the value of p, provides a
of features was chosen, the separation of the ready-made FOM. The ratio of the largest
signal classes was confirmed stat tically p, to the next largest provides a measure of
using various clustering programs from the confidence in the decision. Usually, for
INISL software package. Usually, n, the computational reasons, log-probabilities are
number of features, should be as small as used, so that multiplications and divisions
possible, for two reasons. First, computing are replaced by additions and subtractions.
the features uses system resources, and If Gaussian probability density functions are
second, decisions must be made based on assumed, the log-probability ratios may be
the set of computed signal features. In gen- computed without taking exponentials. Also,
eral, the fewer the features, the simpler the if feature values computed over disjoint
decision logic. This is particularly important time intervals may be regarded as indepen-
when each feature is employed in each deci- dent, then the log-probabilites log p, may be
sion, as in the case of Bayesian decision added to form an accumulated FOM. Thus,
logic. if the evidence in favor of any class is

We have opted for a hierarchical deci- insufficient (i.e., log p, is too small in rein.
sion logic. Paths through the decision tree tion to the nearest competitor), the decision
are taken based on the relationships of may be deferred and another set of features
features to empirically determined threshold computed.
values. Features not needed on a certain As attractive as this approach appears
path need not be computed, unless deciding at first, there are several difficulties. First,
whether to compute a feature is as expen- the a priori probabilities must be known.
sive as actually computing it. This can often Usually, they are assumed to be equal, but
happen when using array processors for this assumption is probably incorrect for
example, since computational tasks may be most real environments. These can be
performed more efficiently than logical ones. refined by accumulating channel statistics,
The Figure of Merit (FOM) is based on the and the Lockheed system has that capability.
"closest" decision. If a feature value barely But, this means that the rarer, more
exceeds a threshold value, the FOM is lower interesting signal types, may be less likely to
than if the feature value clearly exceeds the be declared when they occur. This difficulty
threshold. Thus, the FONI may be inter- is eliminated in the hierarchical approach by
preted as an indicator of the confidence on attempting to classify the most likely signals
the decision, but it should not be interpreted first. Precise a priori probabilities are not
as a "confidence" in any theoretical proba- necessary, only a rough order of frequency
bilistic sense. This choice was made because of occurrence and/or priority.
algorithms which provide a FOM which is a
"probability of correct decision" may in fact
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Second, the distributions or critical, depending on the application.
p(featurcs/class=i) must be known for The fifth and perhaps the most subtle
each class. They can be computed using of the difficulties with the Bayesian approach
empirical data and stored, but this requires a is that the distribution of feature values for
considerable amount of storage, and care an incoming signal may be different from
must be taken or it can also be unreliable. those of the overall class to which that sig-
Slight variations in computed feature values nal belongs. In particular, the assunption
from those used to "train" the system can that the feature values are independent over
result in the features falling in sparsely disjoint time windows may be accurate for
populated bins, thereby producing low the signal itself but highly inaccurate for the
values of logp, for the correct class. Usu- overall class to which the signal belongs.
ally, the distribution is assumed to be mul- Again, the hierarchical approach is affected
tivariate Gaussian and parameterized. This little by perturbations in the feature distribu-
assumption can be quite incorrect, depend- tions such as this. An additional advantage
ing on the features employed, and can lead to the hierarchical approach is that it can be
to meaningless paraneters for the distribu- implemented using GENP. This was not
hil Ily simply .'.....p..ring f,.atire vthles t,, done in the system under discussion here,
tlhrcsholds as in the hicrarchical approach, but, as mentioned earlier, it was done on
algorithm performance is relatively insensi- another [R&D project which developed an
tive to the precise form of the distribution, automatic classification program for RF sig-

Third, as mentioned above, it is desir- nals. In that algorithm, incidentally, the
able to minimize the number of features. ability to compute features only when
This can be done statistically from a larger needed provided a very significant computa.
feature set (cf. 121), but then the reduced tional advantage.
set of features may lose their "heuristic" Still, in spite of these objections, a
value in that it may no longer be possible to Bayesian classifier can produce excellent
interpret a given feature as capturing some results (i.e., accurate classification deci-
salient characteristic of some signal class. If sions). And, it has the huge advantage that
a new signal class is added, the reduced the system can be easily "trained" for each
feature set may or may not provide adequate signal class to obtain the distributions
separation of the signal classes. The chances needed to compute the values log p,. The
that it will are less for a "reduced" feature choice of which approach to take - Bayesian
set. By using a larger feature set as in the or hierarchical - ultimately depends on the
hierarchical algorithm, there is a greater particular application.
likelihood that a new signal class may be
accommodated without modifications to the - Lockheed's Voice Channel Process-
feature set, but rather by additions to the ing Module (VCPM)
decision logic.

Lockheed's automatic voice channel
features must be computed to compute signal analysis system consists of six major

featurestsmuste begcomputed atFrcompute
log p,, even if the signal being analyzed may components (see Figure 28) a Frequency-

be categorized on the basis of only a few Division Multiplexed (FDM) demultiplexer,

features. This may not be serious, since the a voice-grade-channel distribution (VGCD)

principal computational cost is incurred in system, a continuous channel processor

obtaining the measures, as mentioned (CCP), classification algorithms, a card cage

above, (e.g. FFT or instantaneous fre- controller (CCC), and a station controller

quency) not the features (e.g., ratio of sums (SC). The FDM demultiplexer is a trans-

of some FFT bins). However, if unneces- multiplexer" which separates input FDM
sary measures are computed, then the extra basebands into individual four-kilohertz

computation can be significant. This prob- channels an re-multiplexed into TDM

lem can be avoided in a hierarchical algo- (Time-Division Multiplexed) channels. The

rithm, since features (and measures) need TDM channels are passed to the VGCD sys-

only be computed as needed, as mentioned tem, which puts them on a high-speed dis-

earlier. This advantage can be insignificant tribution bus, to make the data available to
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other processing units. The CCP selects is added to the FDM baseband at the input
voice channels from the high-speed distribu- to the FDNM demultiplexer in a channel
tion bus and acts as a front-end processor to known to be a guard band or an inactive
the classification algorithms. The channel. The i.ut baseband is demulti-
classification algorithms receive the channel plexed, and the test tone data is passed
data from the CCP and perform a "coarse" through the syst~m and monitored by the
classification as to whether the signal is algorithms. This test serves as an overall
voice, noise, or some other type of corn- system health test. In the second diagnostic,
munication signal. They perform a more psuedo-random bit patterns are taken from
detailed "fine" signal classification on a the test pattern generator when data are
selected subset of the channels. unavailable from a demultiplexer. The pat-
Classification decisions, FONIs, and other terns are passed through the TDM multi-
information are passed to the station con- plexer units and monitored by a test pattern
troller, which logs the data to disk files for receiver uniL. The test pattern receiver unit
post processing and to displays for real-time monitors the test data on a bit-by-bit com-
anal) -is. parison basis and flags errors to the con-

The FDM demultiplexer, the VGCD troller. In addition to these two tests, each
,ytem, and the CCP are implemented in unit within the VGCD generates parity bits
hardware and reside in two card cages. The and checks blocks of data to see that the
hardware is controlled over a high-speed appropriate parity checks are satisfied.
VNIE bus by a CCC. The algorithms are
implemented in software which resides in - Continuous Channel Pror,!.-snr Hardware
two high-speed array processors. A given The continu.;ous channel processor
channel can be selected for fine classification (CCP) hardware selects the 300 FDM-
in either processor. lligh-level hardv ire a-I demultiplexed channels from the VGCD
algorithm control is obtained through a sta- bus. It then heterodynes the channels
tion controller, which is implemented on a upward in frequency by 2000 Hz from their
general purpose computer. initial frequency band between -2000 and

+ 2000 Hz to the band 0 - 4000 Hz. The
- FDM Demultiplexer di a are then transformed using a 40-point

The FDNI demultiplexer demultiplexes Winograd-Fourier Transform (WFT), imple-
150 channels from a 150-channel input mented in hardware. An integer-to-floating
FDNI baseband or 300 channels from either point conversion is performed, and the CCP
a 300 or 600 channel input FDM baseband. then passes both the temporal and spectral
The 300 channels to demultiplex within the data to the array processors for signal
600 channel baseband are selected through a classification.
digital sub-band tuner within the demulti-
plexer. The FDNI demultiplexer accounts - Classification Algorithms
for differences in sampling rates by interpo- The classification algorithms in the
lating the input samples to an internal sam- array processors can be broken into two dis-
pling rate. This flexibility within the FD N tinct algorithms . the coarse classifier (CC)
demultiplexer is accomplished by download- and the fine classifier (FC). The algorithms
ing parameters from the controller. are controlled within the array processor by

algorithm control software which accumu-
- Voice Grade Channel Distribution System lates the algorithm decisions and related

The voice grade channel distribution information and communicates the decisions
(VGCD) system accepts output from up to to the station controller.
eight demultiplexers and time division mul- The CC is the first algorithm to exam-
tiplexes the data onto a high speed distibu- ine the spectral channel data received from
tion bus. Only one FDNI demultiplexer is the continuous channel processor and is
currently implemented. The VGCD con- responsible for activity recognition, high-
trols three diagnostics for on-line status level classification of the signal type, and
monitoring. In the first diagnostic, a test pat- signal-to-noise ratio (SNR) estimation on
tern generator unit outputs a test tone which 300 channels. The CC algorithm performs
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classification of signals as VOICE, NOISE, from the station controller. The CCC also

or OT1ER gnd returns its decision to the monitors the hardware for error conditions
station controller every ten seconds. Along and flags the error conditions to the station
with the classification decision, the algo- controller as detected.
rithm returns a classification figure-of-merit
(FOM) and an SNR estimate accurate to * 5. CONCLUSIONS
1 dB. Consecutive noise decisions are used The vast majority of signals i
to declare channel inactivity. channels may be automatically classified by

The fine classifier (FC) examines up to computing signal "features" which capture
fifty channels of ter'tporal data received salient characteristics of the possible signal
from the continuous channel hardware and type5 and by performing some form of clus-
separates input signals into six categories : ter analysis on the detected features.
VOICE, FSK, NICVFT, PSK/QANI/PR, Lockheed Missiles and Space Company, Inc.
NOISE, or UNKNOWN. The fine classifier has developed a system for automatic
returns the classification decision and a analysis of multiple input signals using these
classification FOM to the station controller principles.
every 10 seconds. Interactive signal analysis involves use

System Control of a combination of visual graphic aids and
parameter measurements. It can be facili-

The station controller (SC) functions tated by Lockheed's Rule-Based Analysis
as the operator interface to the VCPM sys- System (RBAS), which guides an analyst
tem. The station controller is responsible a through the analysis of an input signal by
number of functions, including high level means of a sequence of ouestions and con-
control and status of the hardware and algo- clusions drawn from the answers to those
rithms, display of algorithm classification questions. Such a signal analysis "expert"
decisions on tasked channels, maintenance can operate at one of several skill levels,
of system tasking logs and algorithm deci- with the system providing more or less help
sion logs, and generation of processing his- to the analyst, as needed, Varying levels of
tory and analysis reports. automation to the analysis process are possi-

VCPNI system control is accomplished ble also.
principally through a VAXstation 100
attached to a VAX 8200. Three other display
devices allow the operator to monitor sys-
tem status : the hardware status display, the
algorithm status display, and the algorithm
graphics display. The hardware stat',s display
is a SUN 2/160 color monitor attached to
the card cage controller. The algorithm
status display is a VT220 terminal attached
to the VAX 8200, and the algorithm graph-
ics display is a color monitor attached to a
second SUN 2/160. A future version of the
system has been planned in which all of
these functions will be available in single
display device.

The card cage controller (CCC) is
responsible for low-level control and status
of the FDM demultiplexer, the voice grade
channel distribution, tie TI trunk interface,
and the continuous channel processor
hardware The CCC downloads configuration
parameters to the hmrJare in response to
configuration tasking commands received
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Figure 3. Correlation of spectra over independent time intervals.

C 5INAL P3-ER IN 08

, I I

.g r c L ;Go. Cr :rs. : 200.00 50.C o 3oo. , 25o.0o 400.00
FAIE~uFNC T -10

Figure 4. Power spectrum of FSK with integer modulation index.

SIGNAL POWER IN dB

S-2

0
0 Soo 1000 1500 2000 2500 1000 3S00 4000

FREQUENCY (Hz)
SIGNAL xx2 POWER IN dB

cc - - .)

-50 ..
0 1000 2000 3000 4000 5000 6000 7000 $000

FREQUENCY (11)

Figure 5. Spectra of NISK signal and its square.

92



Analysis of Communications Signals

Figure 6. FM-discriminated FSK signal.
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Figure 7 Frequency histogram of MSK signal.

Figure 8a. Demodulated FSK, SNR = 10.7 dB.
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ROBERT SCHOLTZ: I'd like to turn talk measurements. Then we will open the
this afternoon session over now to Bill Lind- session up for discussion.
sey. By the way, we will have a picture break
during this session. I think it is good to get Bob Scholtz asked me to get involved in
everybody together and take one group photo this session and I was delighted to do so be-
at these meetings. If you want a copy of it cause this problem area has been of long-
by any chance (we just save it for posterity), standing interest to me, i.e., Channel Char-
see Milly and she'll try to make sure that you acterization. I have thought about it for
get one. I think then we will try to do a cof- a while and came up with a session theme
fee break on the fly because taking the picture which centers around what I'd call a class of
will take a bit of time. Other than that if any- linear, random space-time varying channels.
one wants to wander back and get something Since we wanted to exclude notions related
to eat or drink during the session, please feel to modulation-coding questions, the question
free to do so. I ask is: Exclusive of any additive noise in the

channel, what does the communication engi-
WILLIAM LINDSEY: Thank you Bob, neer need to know about the physical channel

and hello again. It's nice to see so many at- in order to design a combined modulation-
tend our Workshop. It's nice to see old faces coding scheme to mitigate the deleterious ef-
as well as new faces, too. Sometimes it is the fects on communications performance? And
ritual of the Session Chairman to start out so it is that I would like to address that issue
with a joke. I have looked at all my view- and try to answer that question; whether or
graphs and I couldn't find anything that was not it's complete in terms of solution is an-
funny about them, so I don't have too much other issue. It is that, I believe, we do under-
to say in this regard. I did look across the stand what we need and I'd like to talk about
lake this morning at one of the Indian tepees that from the perspective of a space-time
and I see that they are still using the Huff- channel model. Consider the point source
man code to signal. Professors Lloyd Welch at source point (f,; t) at time t. I've illus-
and Bob Peile are trying to get me to break trated this in CHART #3; an observed world
early so that they can take a canoe across the point can be either in the near field or the
way to see what they are doing in the way of far field, our interest in communications is
adaptive coding! generally in the far field. This sets up the

Anyway, here's what the session is about geometry of the problem which leads me into
today; I will start by giving you an overview, a notion of a space-time channel. If I now
Perhaps an overview which addresses the take some current, some charge at that source
problem of channel characterization from the point and move it around, I create an elec-
perspective of what now I call the classical tric field at the observed point, this field will
way. Then I'll apply this approach to a scin- satisfy Maxwell's equations. Now in the ab-
tillation channel model in space and time. sence of any turbulent media, I'll move the
Secondly, Ken Wilson will also talk about charge there and move it around, it turns out
an application to laser communications. We you create what we call the free-space field.
have Mr. Channel Characterizer himself, Dr. It is that I would like to relate the free-space
Phil Bello, who will pick up the second time field (or the free-space electric field) to the ob-
slot on HF channels. After the break, we'll served field. It turns out that's easy enough
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CHART l1

SESSION THEME: CONSIDER THE CLASS OFLINEA
RANDOM. SPACE-TIME VARYING
CHANNELS

QUESTION: Exclusive of the additive noise, what does a
Communications Engineer need to know about the
channel in order to design combined modulation
coding schemes to mitigate deleterious channel
effects on bit error probability?

CHART 02

105



Illustrating the Geometry Between the Source andObserved World-Point

01BSERVED
WORLD-.POINT

SOURCE +WORLD-POINT r
( r;t) 

Y x

z

CHART 03

Space-Time Field Concepts and Geometry

CHART 4

106



to do using Maxwell's equations. And when ing from the transformation of the time vari-
you play with them a little bit and write them able. We can see that it is related to the
in their integral form, you can actually show velocity of the medium and hence should be
that everything we see in the real world is kept track of if it is, you want to try to tie
through a space-time filter. That's what this the physics of what's going on in the medium,
equation says at the top here (CHART #5), in terms of what I've called the spatial trans-
that is the free-space field is related to the form of the channel transmittance function.
output field in a turbulent media through Now if you look at this for two cases, it's
a space-time filter. And we understand the very interesting. Many times I have looked
space-time filter, it turns out that that it is at Phil Bello's paper on channel characteri-
characterized in terms of Green's diadic func- zation and I couldn't figure out what he did,
tion and hence, as far as we're concerned, but after a while I was able to see that, in fact,
if we could get the free-space diadic Green's he showed that the channel is time-invariant,
function and the Green's function in terms i.e., time-invariant in the sense that it doesn't
of a turbulent media through which the elec- depend upon time, and there's no such chan-
tromagnetic wave is traveling, then one has nel, but at least we'd like to think that there
what I call now a space-time channel trans- is. You can actually show that the output
mittance function, STCTF. The only "hook" spectrum is related to the spectral response in
then is how does one characterize this space- wave number to the input spectrum through
time filter? I am going to talk about this this equation. So it is a product of trans-
problem further. forms. If on the other hand, you deal with

the spatially-invariant channels, things that
Now if you take this equation and play do not change with delay, then it turns out

with it in the far field, which is interesting interestingly enough that the output signal
to us with a point source, or you talk about a is related to the product of the signals. So
source continuum of points, then the STCTF we see we have duality in channel response
still holds and the same problem as before iS here whereas, when the input signal looks
faced. The space-time channel transmittance like a particle, the channel looks like a screen
function is much more complicated, however, from the physics point of view with some of
But if you go into the far field then you have the particles falling through. On the other
this kind [CHART #6] of an input-output hand when it is time-invariant, the input sig-
representation which is interesting to com- nal looks like a wave and the output signal is
munication engineers because they frequently related to the input signal through the con-
look at the output of an IF strip and all they volutional integral. So in reality, whats hap-
see is a voltage fluctuation versus time, and e se whats ap-
that's what this chart is saying. It shows how pening is that something in between is always

(inthefarfied),th spce-imeinpt sg-what is taking place. But it turns out that(in the farfield), the space-time input sig- these two are interesting cases to study, and
nal is related to the output signal; thus thearofgetspacilinrs.

output spectrum is a product of two spec-

tral factors. There's one dealing with the Now the next (CHART #7) shows some re-
spatial wave vector and time. Normally we lationships that will differ slightly from those
deal in characterization of channels strictly that engineers typically use as performance
with the temporal frequency variable result- characterization measures. It turns out if you
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look at the space-time correlation function of is actually propagating.
the space-time channel transmittance func-
tion, you get a correlation function of this Now I would lke to apply this notion to
form and you can select and design some pa- the scintillation channel, then we'll take up
rameters that are related to the correlation the other channels. Now since the geometry is
time and correlation distance. Basically, the important, here is a particular type of geome-
correlation time being the integral of the nor- try that I've looked at, viz., one with a satel-
malized correlation function, the same notion lite transmitting signal energy to an Earth
is indicated with the correlation distance. station through a plasma that is located in
It's typically these things that you're familiar the signal path. This will be what I call sce-

with. nario number one. A second scenario is where
the media is disturbed (it didn't come out too

I don't want to spend a g&eat deal of time shaded), but the plasma is more diffuse, in
here. There are parameters which can be as- some it's more layered, so that with a combi-
sociated with the channel memory. Typically nation of layers the theory could be put to-
we talk about the coherence time as related gether from the boundary conditions (at the
to inversely what we call the Doppler spread various layers) can be met so that the ampli-
of the channel. Then in the case of correla- tude statistics, phase statistics as well as the
tion distances, we've only dealt with just a space-time spectrum here, can be obtained atdelay spread in one direction and one has to the terminal. Now that you have the idea of
normalize this by the velocity to get some- the geometry, it is that I have placed the for-
thing related to the delay spread parameter ward axis of the transmitting antenna along
which is inversely proportional to the coher- the z-axis. This simplifies what I am going
ence bandwidth. Now it is my desire for some to consider in the following discussion, viz.,
time to relate these four parameters to what the case where energy is propagating in the
the radio physicists have been using for a z-direction. I'm not going to take into ac-
number of years. By studying and playing count the transference plane because it's too
with this for a long time, it turns out that complicated to try to tell you what's going on
there are some things that are interesting to in that problem. I will try to illustrate what
do and I'd like to show you what they are it takes to characterize this channel from a
with respect to an application to the scintil- physics point of view and from a commu-
lation channel. But in trying to answer the nication engineering point of view. Here is
question posed earlier, it is my opinion that an interesting CHART that I made up. It
we need a characterization of the space-time shows that various things drive the ioniza-
channel which depends on the frequency band tion process in the Earth's atmosphere. They
in the electromagnetic spectrum we are using. include cosmic rays, solar rays, and in rare
And it also means that we need a statisti- cases maybe there's a nuclear detonation that
cal characterization of the STCTF function, would disturb the media; this would also be of
both in terms in the physics of the medium, interest but I hope with zero probability. So
whether it is friendly-hostile or combination I'm going to try to walk you through four or
environments, in which the geometry of the five steps that I've been through over a period
transmitter-receiver enters; it is the nature of of time. It shows one how to interconnect the
this function which the electromagnetic wave physics of the particles within the media to
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the channel transmittance function in space which I've elected for reasons of good phys-
and time and then demonstrate for you some ical arguments, to ignore here. The electron
types of statistics that one can get out of this. density process, its standard deviation, the
The formulation goes like this. If you take ambient electron density which is present in
the plasma theory and you take a look at it, static situation, a scintillation strength which
it turns out that you can make a stochastic is a parameter for the statistics of the am-
differential equation out of that theory and plitude and phase-time process, the space-
derive the Lorentz force equation. As a con- time normalized correlation function which
sequence of deriving the Lorentz force equa- is dependent upon the electron density, and
tion, you can come up with a description of a the correlation distances. So you see, what
space-time ionization process driven by these drives these amplitude and phase processes
sources. And from that you can write a per- are related to each other through stochastic
mittivity tensor which is random in nature. differential equations. Moreover what makes
And this permittivity tensor is what is needed them stochastic is the fact that you're driv-
to interconnect the physics of the medium to ing the equations with the space-time elec-
Maxwell's equations. When you play that tron density process. By normalizing things
game, after much work, it turns out you can the parameter of great interest turns out to
write down some fairly interesting things in be this one which is characterized in terms of
terms of the space-time electron density pro- the variations in the density of the electron
cess. Once you have this permittivity tensor, density. It is characterized as the function
it turns out you can formulate the space-time of the frequency in the electromagnetic spec-
channel transmittance function in the follow- trum that you're using, the so-called plasma
ing way. Now there are a lot of theories that frequency which is known as a function of
people have looked at in the past. Those that such parameters as the charge on the elec-
deal with what I call weak fading or weak tron, its mass and so on. In fact, I show it
scintillation effects, this can be absorbed as here. But here is the parameter of great in-
a special case of a technique which was in- terest. You can see that if the frequency at
troduced by Stokes himself in 1890. I do not which you're operating is greatly above the
have time to tell you what happened between plasma frequency that the effect of variations
1890 and 1950. In the 50's Professor Richard in the electron density in the path of the sig-
Bellman at USC took advantage of previous nal become inversely proportional to the fre-
work and he formulated what he called an quency square. So that at lower frequencies,
"invariant bedding technique" which you can such at HF, it would seem to be a higher de-
apply to characterize the channel in terms of gree of fluctuations whereas if you go perhaps
the physics of the medium. to the optical channel then this scintillation

may not be as strong there. In fact, that isNow, I don't have time to tell you much indeed true in practice.

more about this other than give you some

bottom lines as to what happens. It turns I am now going to show you a comparison
out that there are some interesting physical of the statistics of the amplitude and phase
parameters that come out of the plasma the- process for propagation scenario No. 1 as de-
ory and only a few of them that I'll relate rived based on using the invariant bedding
to you because there are numerous others, technique. And as a by-product of this you
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willsee other known solutions come out as the origin, and the phase is uniformly dis-
special cases of a more general result. This tributed.
is a very busy chart, but you can see that
I've tried to tell a story. If I can walk you show you soe pctur e
through this chart, starting at the top and show you what the first order of phase-time
then going to the bottom. The conditions of statistics look like for this process. Now
scintillation are going from strong to weak to you have to think in three dimensions even
none. The methodology used to arrive at the though this is in a plane. Here is a statisti-
characterization of space-time amplitude pro- cal characterization of the amplitude process
cess of the electromagnetic wave is the WKB associated with the radio wave in the media.
method. Next we say the Rytov result, and I will try to explain: This is probability axis
then the result coming from the geometrical and this is the scintillation strength (or this
optics method. These are methods of what's is time, if you will, after an event disturbs
called smooth perturbations, if it is you read the ionosphere). For each one of these curves
books on radio-physics. It turns out that there are two parameters associated with it;
you play the game in solving this differen- they relate the physics of the media to the pa-
tial equation that I talked about, matching rameters that I'm going to talk about. Notice

boundary conditions, then the amplitude pro- that if there's no scintillation then this is a
cess as a function of positions Z 1, Z 2 at time T delta-function. Now the two parameters that
looks like what is indicated here. The phase are here are the space-time correlation and
process, to a first-order, is dIways Gaussian the scintillation strength. If the scintillation
and depends on the integrated electron den- is weak, you would expect the amplitude and
sity along the propagation path at time T. phase processes to be highly correlated at the
This is known. So the phase statistics are input and output of the two boundaries which
always Gaussian. Now if we look down this define the turbulence region. For 0.9 correla-
path indicated here, we go to sort of strong tion we see that the amplitude becomes some-
scintillation. You get this kind of a function. thing like this. Now then, as I turn up the
This is driven, as you recall, by the electron intensity of the electron density fluctuations.
density process. If you look at the weaker the spatial decorrelation reduces with time
scintillation case, this becomes root Cauchy, and the scintillation strength comes up. And
where these are kind of the ratio of two Gaus- as I continue to increase the intensity of the
sian processes. And then on even weak scin- electron density variations, the decorrelation
tillation, Rytov's method, which leads to log- or the correlation in time decreases, and of
normal statistics, is known and hence this course this goes up, all to such a point that
function reduces to that. And finally the geo- you can see that what is happening is that the
metrical optics method accounts for the fluc- mcLR ,due of the signal is moving to zero.
tuations of the phase process on the electro- It looks like the variance is about the same
magnetic wave. Of course, in the limit as you with regard to this particular density. And. of
turn the "scintillation off," then the ampli- course, in the limit the amplitude density be-
tude statistics become deterministic with no comes a delta-function which lines at the ori-
phase variation at the output. If scintillation gin. Now this density is unlike anything that
is strong then the amplitude density goes to I've worked; usually one assumes a Rayleighor Rician statistic. It turns out that when
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you turn the channel variations in a Rayleigh GRAPH #21 I'm going to give what I call
density off, it becomes a delta-function at the a system engineer's or a black-box view of
origin. It says that the channel is not random the wideband HF channel. And I'll show you
even though there's no amplitude out of the what a link might look like utilizing a di-
channel. So you must introduce a specular rect sequence spread spectrum modem. I'll
term into the model to avoid this. But these get into propagation channel models and say
are the distributions in space and time. And something about additive disturbances. I had
then I have some three-dimensional plots to to cut down the number of my slides because
show you the combined amplitude-phase pro- I misunderstood how much time I had. I'll
cess. This starts out with t = 0, little scintil- be flipping rapidly by some of them. Don't
lation, highly correlated input-output signal. let that bother you because there's always a
As one turns up the scintillation, the space- subliminal effect. [LAUGHTER]
time correlation is decorrelated and the prob- [VIEWGRAPH #3] Let me say that
ability mass diffuses and spreads until it is not MITRE has been involved in four research
an interesting channel to communicate over. areas connected with wideband HF modem

Finally, for purposes of completing my dis- design. By wideband we mean of the or-
cussion, I'd like to compare (under the same der of 1MHz. Typically, as you may know.
conditions in terms of variance) the so-called the bandwidths used at HF are 3KHz or less.
Rayleigh distribution with a comparable one We're involved in experimental modem de-
which comes out of the invariant imbedding sign, measuring the impulse response of this
solution. OK, that's all I hve to say with time-varying HF channel, modeling the noise.
regard to my discussion. I would like to turn and simulating in real time the wideband HF
the discussion over to Phil Bello who will talk channel (MITRE Washington).
to us regarding the HF channel. Here's sort of a system engineer's view of

PHIL BELLO: Radio Frequency Chan- the bandlimited HF skywave channel. I want
nels to spend a few minutes on this particular

This title seems kind of funny. It says viewgraph. [VIEWGRAPH #4] I assume you
Wideband HF Channel Modeling for a partic- are all aware that the HF channel is a multi-
ular modem design. I mean, we should have model channel and that there are reflections
a model of the channel which has nothing to off the ionospheric layer and so on. So each
do with the particular modem. But I just put one of these reflections or modes can be mod-
it that way because that's how I got into HF eled by A random time-varying linear chan-
channel modeling. At MITRE we have a mo- nel. The signal carrier frequencies of HF
dem and we are developing various aspects of range from 3 to 30 MHz. The noise is rather
it, and in order to come up with a design or severe for a number of reasons. We have nar-
optimize it, I had to have some models. So I'll rowband communications interference. All
just take you through my own thought pro- those communicators are spread over the HF
cesses as to how I came up with some models, band and while you're trying to communicate
and then you can say at the end that now you with a 1MHz bandwidth, you get a large nurn-
have been brought up to my own level of ig- ber of them sitting on top of you. Then we
norance. have man-made noise which can be severe dc-

Here is an outline of my talk. [VIEW- pending on where you are located. Also there
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WIDEBAND HF CHANNEL MODELING
FOR DIRECT SEQUENCE SPREAD SPECTRUM

MODEM DESIGN
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The MITRE Corporation
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MITRE R&D EFFORTS IN WIDEBAND HF
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0 EXPERIMENTAL MODEM DESIGN
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is atmospheric noise caused by lightning and problem is, we introduce a term called quasi-
intergalactic noise. Receiver noise isn't even stationarity. [VIEWGRAPH #5] We hope
up there, it's so small compared to every- that we can define the propagation medium
thing else. But the important thing to note is by a set of parameters and then if we freeze
that the total additive disturbances are non- those parameters we can define a set of statis-
stationary, unlike the additive white Gaus- tics for input-output behavior which are well
sian noise channel. Unfortunately, the HF defined and with which we can do all kinds
channel has this property of being very non- of wonderful analysis. We could define how
stationary, and in modem design and signal a modem operates, and how to optimize its
detection processing you have to worry about design. But then those parameters contain
that. As far as the propagation medium itself, the non-stationarity, and we let those param-
you can approximate that roughly as a two- eters slowly vary. The essence of our solution
state channel. The normal or undisturbed is to postulate quasi-stationarity and to hope
state is a smooth ionosphere. That is to say, that it's really true. It seems to be reasonably
the electron density, when plotted as a func- good, but time will tell. We can get our pa-
tion of spatial coordinates has a smooth vari- rameters for this channel either of two ways.
ation. The other state called disturbed, is We can do channel sounding or we can try
due to an irregular ionosphere. The mean propagational theoretic analyses. Bill Lind-
squared value of the percentage fluctuation sey was introducing the ultimate in propaga-
in electron density (AN/N)2 , is a critical pa- tional theoretic analysis. He has a solution to
rameter in determining the state of the chan- all radio communications problems in his for-
nel. This parameter relates to one that Bill mulation. So this is a small corner of that.
Lindsey mentioned. Depending on propaga- It's actually a fascinating theory as Bill is
tion conditions (AN/N) 2 can vary 10 orders finding out. There has been some work done
of magnitude. And the transition between though, and I'm going to show you some the-
the normal state and the disturbed state is oretical predictions for the disturbed channel
only 1 order of magnitude. That is why I and compare them with actual measurements
say that it's almost like a two-state channel, if I can get to them within my time allotment.
Of course as the fluctuations in the electron So what you do is postulate a stationary
density get worse, the channel gets more dis- model with slowly varying parameters and
turbed, but it is still classed as a disturbed then you do your design, build you modem,
channel. And what I'd like to do is present to and then you collect statistics on these pa-
you models of the non-disturbed channel and rameters. But to get the statistics you've got
of the disturbed channels, and some measure- to measure all day, different seasons, through-
ments which support these models. I can't go out the year. In fact, it's a life-time job but
through all the slides unfortunately, you've got to keep doing it.

Again, the propagation medium is non- Here's [VIEWGRAPH #6] a potential
stationary also. So here we have non- block diagram for a spread spectrum direct
stationary channel, non-stationary noise, and sequence modem used over the HF channel.
what the devil do we do about it. How do we It's got coding and interleaving, frequency
design a modem under these conditions? It's conversion, the usual things. The important
a puzzle. Well the potential solution to this thing I want you to look at is called a narrow-
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band interference excisor. The reason that one or more delays with the delays changing
that's necessary is, as I pointed out before, with frequency. The different traces corre-
that the HF channel's got this tremendous sporid to 1 hop, 2 hops, 3 hops path and so
number of interferers sitting on top of you. on. These may be further decomposed into
You can remove them by some clever process- high-ray and low-ray, but I can't get into that
ing. It's an essential ingredient if you're going here. The important thing is that this is the
to have any hope at all of doing wideband HF ionogram for a non-disturbed channel. It is a
communications. relatively dean trace. Now I'm going to show

I've shown a box called a rake demodula- you what the ionogram of the disturbed chan-
tbr. I don't know if you're familiar with the nel looks like.
Price and Green implementation of adaptive You see what happens (see VIEWGRAPH
matched filter-receiver for multipath channel. # 11) is you get spreading this way (vertically
It's called a rake demodulator. This is the in delay). You had a thin line before but now
kind of thing that I've analyzed for the par- you've got spreading in the delay direction.
ticular kinds of quasi-stationary models that That's the property of the disturbed channel.
I'm going to show you. There is not time to VIEWGRAPH #12 shows the multi-mode
go into the structure of that particular mo- representation of the channel, the old standby
dem. [VIEWGRAPH #7] That was one of in terms of modeling, time-varying disturbed
those subliminal ones that will stand you in channels and tap-delay lines. What you can
good stead later. say is that any linear, time-varying chan-

VIEWGRAPH #8 shows multiple rellec- nel can be represented parametrically as
tions off the ionosphere. VIEWGRAPH #9 a tapped-delay line in which the taps are
shows you how the various layer heights spaced 1 over the bandwidth apart [VIEW-
change with time. And the reason I'm show- GRAPH #13]. So you could say, well, great,
ing that is I want you to understand that now you've got your model, you have param-
during the day, as the layers go up and eterized it. Unfortunately that won't get you
down, that vertical motion for the undis- too far, because the multipath spreads can be
turbed channel produces a Doppler shift. hundreds of microseconds and those taps are
Mode Doppler shift happens to be an im- 1 microsecond apart since you have a band-
portant parameter in determining the perfor- width of 1 MHZ. So those time-varying com-
mance of the rake modem which tries to com- plex coefficients may be hundreds in number.
bine energy coherently and adaptively. To do What are you going to do with those hun-
this it needs to measure the channel impulse dreds of coefficients? How are you going to
response. Doppler shift is a parameter that characterize them? It's not too satisfactory.
we have to collect more data on. I'll show you So you have to go and dig a little bit deeper
some measurements later. to model this channel. Well, you start by

This is an ionogram. [VIEWGRAPH #10] looking at an idealized version of the iono-
You may all be familiar with it, I don't know. gram [VIEWGRAPH #14] for 1 propagation
Just give it a couple of minutes. What you do mode. You look at that and what it shows
is transmit a pulse and vary the frequency of is that the group delay as a function of fre-
the pulse and see what you get coming back. quency is approximately linear over 1 MHz
And what you see is the energy coming back bandwidth, but there's some non-linearity in
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TYPICAL DAILY VARIATIONS IN LAYER HEIGHTS
FOR SUMMER, WINTER AND THE EQUINOXES

IN MID-LATITUDES OF THE NORTHERN HEMISPHERE
F. R. East, "The Properties of Ionosphere Which Offset HF Transmission",
from Point-to-Point Telecommunications, Febr. 1965, pp. 5-22
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there. Your first concept is, OK. For the for the propagation mode is slow. In fact,
non-disturbed channel, I can model this as the correlation time is around 45 seconds, so
if it were a filter of 1 MHz bandwidth with a we truly have a slowly-varying power in the
non-linear group delay distortion. The other 1 MHz bandwidth. Thus the idea of quasi-
thing to recall is that I told you that the lay- stationarity is not so far fetched. In other
ers are moving with time. What's happen- words, we do have a dispersive channel but
ing is that that's moving, and because it's the total power received over a 1 MHz band-
moving you've got a Doppler shift. So that width is varying slowly. Here's another ex-
what we have is a dispersive filter, a slow ample. [VIEWGRAPH #19] In this case the
time-varying gain, and the slow time-varying HF medium didn't cooperate. There was a
Doppler shift. That's what the model is over solar flare and we had slow fluctuation, but
here [VIEWGRAPH #151. This is our quasi- all of a sudden we're right down to the noise
stationary model for the non-disturbed chan- floor. So we can't communicate at all under
nel: slowly changing delay, a dispersive filter, those conditions.
with hundreds of microseconds of delay possi- These [VIEWGRAPH #201 are probably
bly, dispersion, slowly-varying Doppler shift. distributions of the signal power in a 1 MHz
Now I've made some calculations as to how a bandwidth, comparing to the Rayleigh distri-
rake modem would work assuming that you bution. And you can see there's quite a bit of
had a white noise background (it could be variation, but it's not as bad as the Rayleigh
non-stationary). And what you find is that distribution. Here's some collected measure-
the short-term performance, i.e., the quasi- ments [VIEWGRAPH #21] These were done
stationary performance with the parameters at MITRE again. There will be another pa-
fixed, depend primarily on the received power per at MILCOM by Dan Perry discussing
of all the taps in the tapped-delay line model. these measurements. There are 38 runs, 35
It depends on the delay spread that you need minutes each, covering some time span, but
to accommodate in the rake combiner. It who can say that that defines what the HF
also depends on the Doppler shift. There channel is going to do. At any rate, you see
is a Rome Air Development Center report the delay spread is on the right hand column,
(RADC-TR-98-91) which has all the theoret- varied from 2 to 35 microseconds, the Doppler
ical background to it, but there's a 1988 MIL- shifts are less than a Hertz, and so on.
COM paper which has performance estimateswhich I'm not going to present here. What I'm now going to show you are some

measurements taken years ago by SRI in
What you've got here are some measure- which they are primarily concerned with fre-

ments taken at MITRE recently. [VIEW- quency spread and Doppler shift. They had
GRAPH #18] We have a 1 MHz direct se- two paths [VIEWGRAPH #221. Normally
quence modem and we can measure the en- this path from Palo Alto to Fort Monmouth is
ergy in all those taps in the tapped-delay line a well-behaved, usually non-disturbed chan-
channel model. Once again, we don't have nel. The one from Palo Alto to Thule, Green-
time to discuss all those measurements. But land is usually quite disturbed because it
you look at the time axis, you've got min- goes through the Aurora. They didn't have
utes on the bottom and the fluctuation rate the hardware to measure the full impulse re-
of this total energy of this 1 MHz bandwidth sponse so they just transmitted carriers and
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QUASI-STATIONARY MODEL FOR NON-DISTURBED
1 MHz BANDWIDTH PROPAGATION MODE
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RECEIVED POWER vs TIME: ANOMALOUS RESULT
Homestead,, FL to Bedford, MA

March 9, 1989 from 15088Z
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MIDLATITUDE CHANNEL
MEASUREMENTS SUMMARY

(2/27/89 -- 3/23/89 6.26 MHz, DAYTIME/NIGHTIME)

Received Power vs Time Doppler Shift Delay Spread
Experiment Experiment
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Standard Decorrelation Doppler Delay
Deviation Time Shift Spread
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measure the power spectrum of the received you have a complete statistical description.
signals. What you see here [VIEWGRAPH To be honest, you'd have to ask yourself,
#23] is Doppler shift as a function of time "Well, how good a model is that anyway?"
that they've measured. And you can see the And I wouldn't say that that's totally proven,
size of it and how rapidly it varies. Truly but it's not bad from my point of view at
the Doppler shift is varying slowly. It has this stage. We're collecting more informa-
excursions of plus or minus a Hertz roughly. tion. The scattering function has had sev-
They collected data over long periods of time eral names [VIEWGRAPH #27]; Price and
and this is probably actual distribution of Green in 1960 called it the "target scattering
Doppler shifts, one of the few available in function." Years ago I called it the "scatter-
the world. These are the types of measure- ing function." Leon Wittmer, at the Defense
ments that you need to predict performance Nuclear Agency, has done a lot of work quite
of the rake modem. You can predict perfor- independently and reinvented it. He called
mance conditional on a given Doppler, condi- it the "generalized power spectrum." And
tional on the model delay dispersion, condi- other people have called it the "delay-Doppler
tional on the given power, etc., but what are power spectrum," which is probably the most
the probability distributions of these param- appropriate terminology.
eters? Here are empirical probability distri-
butions of Doppler shift based upon the SRI This is one of my few slides with equa-measurements taken years ago. We're just tions [VIEWGRAPH #28], just to motivate
mastrtn taarryes nd eare- swhat this scattering function is. The complexstarting to carry out some needed measure-

ments again. Note that there are two traces Gaussian WSSUS channel can be viewed as

on VIEWGRAPH #24, one for the Fort Mon- sort of a densely tapped-delay line with in-
mouth path and one for Thule. The Thule is finitesimal independently fluctuating scatter-
a disturbed channel. The Doppler shift has ers. Each scatterer has a time-varying corn-
around the same statistics but you'll see the plex gain which is the g(t, )d . And basi-

Doppler spread, which I'll discuss, is much cally, it is the power spectrum of the fluctu-
worse for the disturbed channel. ation at the delay which is the scattering

function of delay-Doppler spectrum. I've just
Here's the idealization of an ionogram of gone over it briefly for the lack of time, but

a disturbed channel [VIEWGRAPH #25 you can just visualize it as being the power
and here's a model for a disturbed chan- spectrum of the fluctuations at a given de-
nel [VIEWGRAPH #26]. You have a slow lay. You can relate this to the tapped de-
change in Doppler shift also but we replaced lay line model (see VIEWGRAPH 29), but
that simple dispersive time-invariant filter by I'm not going to present it because there isn't
a wide-sense stationary uncorrelated scatter- enough time. So you visualize the scattering
ing channel, in which the tapped delay line function as something like a two-dimensional
model has randomly fluctuating independent power spectrum [VIEWGRAPH #30', and
complex Gaussian tap weights. The thing when you integrate over Doppler, you get
about that particular model is that if you what is called "delay power spectrum" which
are able to specify what's called the scatter- gives the multipath profile. The width of that
zng function which describes the way power delay profile is the delay spread or the multi-
intensity is scattered in delay and Doppler, path spread. On the other hand, if you inte-
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AVERAGE DOPPLER SHIFTS
Fort Monmouth to Palo Alto Path, March 1964

SRI MEASUREMENTS, 1964:
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IEEE Trans. on Comm.Tech., April 1967
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IDEALIZED IONOGRAM EXAMPLE
FOR DISTURBED CHANNEL
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SCATTERING FUNCTION NAMES

TARGET SCATTERING FUNCTION R. Price & P. Green 1960

SCATTERING FUNCTION P. Bello 1963

GENERALIZED POWER SPECTRUM L. Wittwer 1979

DELAY DOPPLER SPECTRUM
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VIEWGRAPH #27
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TAPPED DELAY LINE MODEL

g(t, F) = g (t) ( .kA)

" COMPLEX TAP GAIN FUNCTIONS 9 k (t) BECOME
COMPLEX GAUSSIAN PROCESSES

" THE CORRELATION FUNCTION gk(t) gj(t+v ) DETERMINED BY
S(4 ,v) AND TERMINAL EQUIPMENT BANDLIMITING FILTER
IMPULSE RESPONSE, h(t).

* IF S( oV) CHANGES LITTLE FOR A CHANGES IN 4 THEN
(gk (t)} BECOME STATISTICALLY INDEPENDENT AND
POWER SPECTRUM OF g k(t) BECOMES
P k (V) = lh( .-IkA)l1 2  S( 4,, V) d

S(4,v) IF S(,,v) CHANGES LITTLE FOR
DURATION OF Ih( )1 2

MITRE

VIEWGRAPH #29

DELAY SPECTRUM AND DOPPLER SPECTRUM
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grate over delay, you get the Doppler power Monmouth-Palo Alto path. This has a very
spectrum which is the power spectrum of the narrow spread formed by adding all the prop-
received carrier. The width of this power agation modes together. You can see the dif-
spectrum is called the Doppler spread. ference between that and Thule-Palo Alto.

Now we will talk about some measure- However, this [VIEWGRAPH #32] is from
ments, typical Thule and Fort Monmouth SRI to Fort Monmouth and it's got a big
to Palo Alto [VIEWORAPH #31] measure- mess. It's shifted, it has a mean Doppler shift
ments. This view shows the Doppler power which is off to one side and totally uncharac-
spectrum, which is the received power spec- teristic, and it turns out it is due to some

trum corresponding to a transmitted carrier, of the Aurora, the plasma, drifting off and
Now you look at the power spectrum and you providing off-a~xis reflections because there's

say, "My God, that thing is terribly jagged." a wide beam antenna.

I have to tell you this. After talking to Doppler spread is the width of the power
the people who've done the measurements I empirical cumulative probability distribu-
discovered that instead of measuring power tions for the spectrum of the fading. And thisI spectrum they measured periodograms. I [VIEWGRAPH #33] shows the difference be-
know this audience knows the difference be- tween Fort Monmouth and Thule-Palo Alto.
tween a periodogram and a power spectrum Rather, note there's a ten to one difference in
... I hope. The difference is if you take a ran- Doppler spread for the two paths.
dom process and integrate over some finite Len Wagner of NRL has taken some
time interval to compute a Fourier transform, scattering function measurements [VIEW-
you get a spectrum. If you form the magni- GRAPH #34]. You see how striated it is, he
tude squared, it's a periodogram, but it's not did not do the averaging and that's the result
a power spectrum. You have to do further av- of doing the periodogram instead of a power
eraging. And that fine structure is due to the spectrum. Now here are some SRI measure-
fact that they didn't average. They didn't ments (see VIEWGRAPHS #35,37,39) taken
average over frequency, or do successive snap more recently in Greenland for the disturbed
shots. And I find out that everyone who has channel. And those are 5 dB contours for the
carried out these types of bound measure- scattering function. They are much smoother
ments have all measured periodograms. So because he averaged his periodogram in the
when you look at them ... no, that's true, one frequency domain. But when he did, he said
didn't, I'll show you at the end. But it seems it was for cosmetic purposes because it was
to be characteristic that they forget to do the too wild. He didn't realize that he was doing
averaging so it gets very ragged. But when the right thing.
they do the average, they come out much Here's some theoretical predictions.
more reasonable. Now this [VIEWGRAPH [VIEWGRAPHS #36,38,401 There's a fellow
#321 is interesting because this was over the over at Mission Research Corp. working on a
SRI of the Fort Moiimouth path which is sup- contract from DNA, a fellow by the name of
posed to be non-disturbed. It should have Nickish who has done some very interesting
been well behaved. work. When SRI did these most recent ex-

Now let me go back to the previous periments, they had a radar, a back scatter
one. [VIEWGRAPH #31] This is the Fort radar and they got some indirect data on elec-
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TYPICAL POWER SPECTRA
Thule, Greenland and Fort Monmouth-to-Palo Alto Paths

SRI MEASUREMENTS, 1964:
R. A. Shepherd and J. B. Lomax, "Frequency Spread In Ionospheric Radio Propagation",
iEEE Trans. on Comrn.Tach., Aprl 1967
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AN OFF-PATH MODE
Fort Monmouth to Palo Alto Path, March 1964

SRI MEASUREMENTS, 1964:
R. A. Shepherd and J. B. Lomax, "Frequency Spread In Ionospheric Radio Propagation",
IEEE Trana. on Comm.Tech., April 1967
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SRI MEASUREMENTS, 1964:
R. A. Shepherd and J. B. Lomax, "Frequency Spread In Ionospheric Radio Prorogation",
IEEE Trans. on Comm.Tech., April 1967
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EXAMPLE OF DISTURBED CHANNEL MEASUREMENTS
Frobisher Bay, Canada to Rome, New York

(from NRL Experiments by Len Wagner)
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HF CHANNEL PROBE
MEASURED SCATTERING FUNCTION

SRI MEASUREMENTS, Thule - Narssarssusq, Greenland
for March 20, 1985 14:18 UT (5 dB contours).

R. P. Basler et e., "HF Channel Probe", DNA-TR.85-247, May 1985.
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VIEWGRAPH #35

SCATTERING FUNCTION FIT OF THE
MEASURED SCATTERING FUNCTION

SRI MEASUREMENTS, R. P. Bailer at W. Thule - Narstarssuaq, Greenland
for March 20, 1985 14:18 UT (5 dB contours).

ANALYSIS by L. J. Nickiach, Mission Research Corporation, Carmel, Calilfornia.
Report MRC/MRY.R.012, 31 December 1988.
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HF CHANNEL PROBE
MEASURED SCATTERING FUNCTION

SRI MEASUREMENTS, Thule - Narssarssuaq, Greenland
for March 20, 1985 21:08 UT (5 dB contours).

R. P. Basler et al., "HF Channel Probe", DNA.TR-85-247, May 1985.
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VIEWGRAPH #37

SCATTERING FUNCTION FIT OF THE
MEASURED SCATTERING FUNCTION

SRI MEASUREMENTS, R. P. Basiler et al. Thule - Nerssarssuaq, Greenland
for March 20, 1985 21:08 UT (5 dB contours).

ANALYSIS by L. J. Nlcklsch, Mission Research Corporation, Carmel, California.
Report MRC/MRY-R-012, 31 December 1988.
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HF CHANNEL PROBE U
MEASURED SCATTERING FUNCTION

SRI MEASUREMENTS, Thule - Narssarssuaq, Greenland
for October 17, 1984 22:03 UT (5 dB contours).

R. P. Bailer et al., "HF Channel Probe", DNA-TR-85-247, May 1985.
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SCATTERING FUNCTION FIT OF THE I
MEASURED SCATTERING FUNCTION

SRI MEASUREMENTS, R. P. asler et al. Thule Narsrs.q. Orenland
for October 17, 1984 22:03 UT (5 dD contours).

ANALYSIS by L. J. Nlcklc¢h, Mission Research Corporation, Carmel, California.
Report MRC/MRY.R-012, 31 December 1988.
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tron density fluctuation. He used this data, to 127 dB as compared to the background
together with some theoretical work to pre- noise level which is around 115 dB. Now we
dict what the scattering function would look say you can communicate over that mess.
like theoretically. He's done some pretty good
modeling and I'll show you two more exam- The nex t ide aumesRAPHS
ples of the modeling. This is another case and #45,46] say something about models devel-
here's his model. Here's another case and this oped. I need to go back one [VIEWGRAPH
is his model. But going back, look at the size #44]. You could set a threshold and get
of the spreads here. We see close to one mil- cumulative distributions of power exceeding
lisecond of a delay spread, and the Doppler the threshold andwr to develop an idea of
spreads are + or - 10 Hz. This is rapid fading, how the power where the threshold varies
with significant amounts of multipath spread. with the threshold level. So, thi s likdone
So in summary, I say there's enough parame- experimentally and you get curves like this
ter information to allow the use of this quasi- [VIE WGRAPH #45] for cumulative distribu-
stationary model, at least as a start for mo- on hat in ot iatakin maydem design which is an iterative process. We of them and looking at data in Europe, you
hae ttesign moreh msaneraement css. e find out that the cumulative distributions canhave to take more measurements. A lot more

measurements are needed. be modeled by a truncated Pareto distribu-
tion, which a log-log scale looks like [VIEW-

I wanted to say something about additive GRAPH #45]. But the important thing is if
noise. The noise problem on the HF chan- you study this viewgraph here, you ask the
nel is far worse than the propagation channel, following important question: As you begin
which is bad enough. You see [VIEWGRAPH to eliminate parts of a band in order to re-
#42], you have man made noise which varies move the interference, huw much of the band
very much geographically, you have atmo- do you have to eliminate to cut down the in-
spheric noise which varies seasonally, and you terference to significant values? Because if
have interference. The interfering stations are you could just remove only 10-20% of the
a real mess. This shows measurements of a band and cut down the interference by 30
whole HF band. [VIEWGRAPH #43] You dB, you would have a chance of communi-
see all those large interfering areas there. The cating. That's roughly what VIEWGRAPH
difference between the upper and lower figure #47 shows for that particular set of measure-
is between day and night. You don't propa- ments taken at Bedford. You notice the axis
gate well at high frequencies at night and ev- at the bottom, percentage of the band ex-
erybody starts to crowd their transmissions cised. At 10% excision, looking upwards, the
down at lower frequencies. So the conges- intersection, you see you're a little over 180
tion gets even worse at night. This [VIEW- dB as opposed to 210 dBs for 0% excision.
GRAPH #44] is a 1 MHz power spectrum. You thus achieve a 30 dB improvement with
We took an FFT of a 105 millisecond seg- a 10% excision. Characteristically, looking at
ment of a 1 MHz bandwidth portion of the recent data, it appears you can achieve 20-30
HF channel, where we are, at Bedford in Mas- dB reduction in the interference power with
sachusetts. Now you look at that and see all 10-20% of the band excised. Excising 10 or
those spikes there, those are all interferers. 20 % of the band will only reduce the power
You see how high they go. Some go up close in your spread spectrum signal by 1 dB. but
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SUMMARY

* ENOUGH PARAMETER INFORMATION IS AVAILABLE TO
ALLOW USE OF THE PROPOSED QUASI-STATIONARY
MODELS AS A BASIS FOR EXPERIMENTAL MODEM
DESIGN AND PERFORMANCE ANALYSIS.

* MUCH MORE QUASI-STATIONARY PARAMETER
MEASUREMENTS ARE NEEDED TO PREDICT
LONG-TERM PERFORMANCE.

WJTRE
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HF BAND SPECTRA
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WIDEBAND HF NOISE AND INTERFERENCE
Full 1 MHz Spectrum at 8.0 MHz
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WIDEBAND HF OCCUPANCY
Cumulative Probability Distributions, 1 MHz Bandwidth

B. D. Perry and L G. Abraheam, 'Wideband HF Interference and Noise Model Based on Measured Data",
M&S-7, MITRE Corporation, March 1988. lEE Conference Publication 284, 4th International Conference
on tIF Radio Systems and Techniques, London, U.K., April 1968.
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POWER REMAINING AFTER EXCISION VS

PERCENTAGE OF BAND EXCISED
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1 ms POST-EXCISOR NOISE POWER MEASUREMENTS
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Post-Excisor Residual Short Term Power vs Time
for Averacing Time T = 96 msec
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Post-Excisor Residual Short Term Power vs Time
for-Averaging Time T_= 10 sec
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SAMPLE OF NOISE RECORD
ILLUSTRATING NOISE BURSTS
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WIDEBAND HF CHANNEL MODELING
FOR DIRECT SEQUENCE SPREAD SPECTRUM

MODEM DESIGN
Phillip A. Bello

Disturbed Channel Propagation-Theoretic Works
Which Evaluate Channel Parameters

Henry G. Booker and Tao Jing-Wei, "A Scintillation Theory of the Fading of
HF Waves Returned from the F Region: Receiver Near Transmitter," Journal of
Atmospheric and Terrestrial Physics 49, No. 9 (1987), 915-938.

Henry G. Booker, Jing-Wei Tao, and Amir B. Behroozi-Toosi, "A Scintillation
Theory of Fading in Long Distance HF Ionospheric Communications." Journal of
Atmospheric and Terrestrial Physics 49, No. 9 (1987), 939-958.

J.-F. Wagen and K. C. Yeh. -Simulation of HF Propagation and Angle of Arrival in
a Turbulent Ionosphere," Radio Science Vol. 24 No. 2 (March-April 1989), pages
196-208.

L. J. Nickisch. "The Mutual Coherence Function in Extended Moving Random
Media," MRC/MRY-R-012. .Iission Research Corporation, Carmel. C4 (December
1988).

Wide Band HF Channel Measurements

L. S. Wagner, J. A. Goldstein and E. A. Chapman, "Wideband HF Channel Prober:
System Report," NRL Report No. 8622, Naval Research Labs, W'ashington, DC
AD-A127-040 (1983).

L. S. Wagner and J. A. Goldstein, "High Resolution Probing of the HF Skywave
Channel: F Layer Mode Fluctuations," Effect of the Ionosphere on C3 I Systems,
J. M. Goodman, editor Ionnspheric Effects Symposium, L.C. 85-600558
(1984), 63-73.

L. S. Wagner and J. A. Goldstein, "High Resolution Probing of the HF Iono-
spheric Skywave Channel: F2 Layer Results," Radio Science Vol.20 No. 3 (1985),
287-302.

Roy P. Basler, et al., "Ionospheric Distortion of HF Signals," Radio Science Vol.23,
No.4 (July-August 1988). .. 569-579..
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will cut down the interference greatly. What [ST CTF vg2] However, in staying with the
we're using at MITRE, at the moment, is a fiber optic cable a problem is generated for
quick and dirty exciser; take an FFT, a block the problem that is solved - you end up with
at a time, modify those FFT bins that exceed speckle. It turned out that not only do you
the threshold by throwing them away or clip- end up with spatial speckle that is static, but
ping them, then do an inverse FFT. Do this you end up with impacts on the waveform
continually. Then you feed that to the rake that you produce at the far end of the link, at
demodulator. I don't think I'll discuss any the receiver. Because of the fact that the laser
more because I've run out of time. diode is shifting frequencies as the current is

LINDSEY: O.K. Phil, thank you very modulated, the spectrum at the input of the

much. We'll reserve questions and comments optical fiber is shifting, and the modal noise

till after our break, until all speakers have of the fiber gives a dynamic speckle prob-

completed their discussions. At this point I lem. This produces waveform amplitude dis-

would like to introduce Dr. Ken Wilson from tortions at locations in the far field, causing

Martin Marietta who will talk to us about a mismatch between the waveform and the
transmission of information via of the optical matched filter with an attendant decrease in

channel, and ... O.K. J think I'll just shove performance. This talk is only going to ad-

this back. Leave it here .... dress the static portions of the speckle mea-
surements that were made in an attempt toKEN WILSON: Optical Channels
quantify this channel. Walt Bremmer also

[ST CTF vgl] Back in the 1984 time frame, presented at MILCOM '88 a series of mea-
Martin Marietta had to come up with a free- surements (paper 32.6) that were dynamic
space optical communication link for inter- in nature and that unfortunately were not
satellite use. At that time, Martin had the a complete data set, that is, measurements
assistance of McDonald Douglas, one of the of dynamic speckle as a function of position
leaders in building such things. Suffice it throughout the whole beam. We will show
to say that there was a falling out between
contractors (a fact that plagues the relation- you cole ed set
ship to this day), and Martin cancelled the The problem faced by the communication
contract with MacDac. Due to the tremen- system engineer is that of evaluating the ef-
dous inertia in a design by the time a pro- fect of the dynamic speckle on the perfor-

gram reaches the Preliminary Design Review mance that can be delivered through the

stage, the method of coupling the laser diode speckle channel. Therefore we seek a method-

output to the focus of the transmitting opti- ology by which the performance of the chan-

cal system was already fixed - a multimode nel can be evaluated. One of the most inclu-

step index fiber optic cable was used. We sive channel models which has been formu-

stayed with this design for some very good lated is Lindsey's Space-Time Communica-

engineering reasons: it keeps the focal point tion Transmittance Function (ST CTF) chan-

constant, elimates any variation of the optical nel model. The objective of this talk is to

beam alignment with respect to thermal dis- show the progress that has been made in the

turbances of the laser diode heat sink, keeps application of this very general model to the
the laser diode heat off of the optical bench, laser speckle channel.

eases optical alignment, and so on. [ST CTF vg3j I'm going to rush through
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APPLICATION OF THE
SPACE-TIME

COMMUNICATION TRANSMITTANCE FUNCTION
CHANNEL MODEL TO A
FIBER OPTIC COUPLED

SEMICONDUCTOR LASER DIODE

MAY 14, 1989

Dr. Kenneth E. Wilson
Mark A Hennecken

MARTIN MARIETTA
ASTRONAUTICS GROUP

ST CTF vgl

BACKGROUND

" FIBER OPTIC COUPLING OF LASER DIODES USING MULTIMODE FIBERS
GENERATES SPECKLE IN THE FAR FIELD. THE SPECKLE HAS SPATIAL AND
TEMPORAL CHARACTERISTICS THAT DEFINE A SPACE-TIME CHANNEL
WHEN PROJECTED FOR FREE SPACE LASER COMMUNICATION TRANSMISSION.

* THE IMPACT OF THIS DYNAMIC SPECKLE ON THE COMMUNICATION
CHANNEL PERFORMANCE SHOULD BE EVALUATED ANALYTICALLY.

APPLY THE SPACE-TIME COMMUNICATION TRANSMITTANCE FUNCTION
(ST CTF) CHANNEL MODEL TO THE LASER SPECKLE CHANNEL BY EVALUATING
DATA THAT HAS BEEN TAKEN IN TERMS OF THE MODEL. THAT IS, MAKE A
START AT BUILDING A CHANNEL MODEL.

ST CTF vg2

151



THE ST CTF CHANNEL MODEL

" THE MODEL AS ORIGINALLY FORMULATED BY LINDSEY AND LO RELATES
THE OBSERVED ELECTROMAGNETIC FIELD TO THE FIELD THAT WOULDBE PRESENT IN THE ABSENCE OF THE MEDIUM. THE SPACE-TIME CHANNELTRANSMITTANCE FUNCTION DEFINES THAT RELATIONSHIP:

7*3r (1 T',t .,*(ro ' ) r3 ,

Medium Present CTF Medium Absent

* THIS CAN BE PUT IN MATRIX NOTATION
1h xy

Eox xxh h xz Ex

Eoy yx yy yz Ey

EozJ zx h zy hzzj EzJ

ST CTF vg3

THE ST CTF CHANNEL MODEL (Continued)

" THE SPACETIME CORRELATION FUNCTION IS DEFINED IN TERMS OF THE h's:

-c htj( . ; ) h (', 'r; t +,

* DEFINE THE NORMALIZED ST CTF CORRELATION FUNCTION AS

Rh-4.-* -,t

R h(ll , Fs;t )Ph,, (a r .r' ; t) )

ST CTF vg 4
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these because I assume that you are al- assumed that the optical axis is in the direc-
ready knowledgable about Lindsey's ST CTF tion of the positive z axis, so there is no z-
model. As originally formulated, it was a variation and H,, in the matrix is equal to 1.
polarization-dependent model where the out- The measurements were made in the steady
put is related to the input by the polariza- state and incoherently, so the t component
tion matrix H*. The polarization matrix ex- goes away. When the problem is considered
presses the observed field (here on the left) in in rigorous detail, you find that in order to
terms of the field that would exist at the ob- actually model the speckle pattern that you
servation point if the dispersive medium were produce in the far field, all of these effects
absent (here on the right). For notational have to be taken into account inside the opti-
convenience a matrix can be used to repre- cal fiber. But the beauty of using the channel
sent the components of the vector field, model is that it permits you to ignore some of

[ST CTF vg4] The correlation function is the physical details that you cannot actually
defined in terms of the components of H*. It compute, and we cannot compute the speckle
is the expectation value of H x H* for the ith pattern at the fiber output given the multi-
and jh components. i and j typically rep- mode, multi-spectral optical input provided
resent the spatial coordinates of the correla- by the laser diode source.
tion function. We define a normalized space- [ST CTF vg7] Right on into the source, we
time correlation function as the ratio of these have a six-stripe laser diode with an output
correlations, normalized by the no-dispersion aperture of 56 microns driving a 75 micron
case at the same point. Thi p will figure in diameter core optical fiber as shown on the
the integrals that we used to derive correla- next viewgraph. Let me go ahead and put
tion time and correlation lengths. it up and talk to the physical configuration

[ST CTF vg5] And these are Bill's defini- directly.
tion for correlation time and length. What is [ST CTF vg8] Here is a six-stripe diode.
different about what we've done here is that This is about a 10-inch piece of step index
Bill's model was formulated to handle polar- optical fiber cable with the indices of refrac-
ization details of the channel. Most of the tion shown, having a 75 micron core and a 25
fluctuations we're going to see are caused by micron thick cladding. The input to the fiber
the polarization details of the medium. How- is vertical because these particular diodes are
ever, .... 99% pure in polarization. The fiber is driven

[ST CTF vg6] Those details are essential in by multiple sources, the 6 stripes of the laser,
the radio-frequency channel. For this particu- each source having multiple spectral lines. I
lar channel, we have a non-polarization sensi- did not show you the output spectrum of this.
tive receiver. We have a photodiode detector let me see if I brought it with me [Yes, I did.
that if a photon hits it, produces a photo- I'll show it to you in a minute'. The laser
electron with the probability associated with is near field coupled: the laser/fiber separa-
the quantum efficiency of the photo detecting tion distance is 10 to 20 microns as opposed
material at that photon wavelength. The de- to a source aperture of 56 microns. therefore
tector is polarization insensitive, therefore in you are in the near field. The stripes them-
terms of the space-time correlation function, selves are alternating in phase with a 180-
the Hi, are diagonal. Furthermore, we have degree phase shift. Without the fiber present
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THE ST CTF CHANNEL MODEL (Continued)

* THEN THE CHANNEL CAN BE DESCRIBED IN TERMS OF CORRELATION
LENGTHS AND CORRELATION TIMES:

f .Phlj(r'U*rTo;t) d

Lx f -Phi(xAY=Az:0,;0)dx

L y f= - -s P ( a x n , a~ y , 4 z r 0 , -r , ; 0 ) d ,&y

Lz f Ph (AX:A y:O,&z, rOs;0) daz

ST CTF vg5

THE ST CTF MODEL APPLICATION

* THE ST CTF MODEL WAS FORMULATED TO HANDLE THE POLARIZATION
DETAILS OF THE CHANNEL. THESE DETAILS ARE ESSENTIAL TO THE RADIO
FREQUENCY CHANNEL AND TO THE HETERODYNE LASER CHANNEL. THEY
ARE ALSO IMPORTANT IN THE FIBER OPTIC COUPLED LASER CHANNEL
IN COMPUTING THE SPECKLE PATTERN.

0 NO SERIOUS ATTEMPT WAS MADE TO COMPUTE THE SPECKLE PATTERN.
INSTEAD, THE PATTERN WAS MEASURED AND IS STUDIED STATISTICALLY.

" THE DETECTOR WE USE IS POLARIZATION INSENSITIVE.

" THE MEASUREMENTS WE MADE ARE POLARIZATION INSENSITIVE.

" THEREFORE, IN TERMS OF THE ST CTF, THE h I ARE DIAGONAL.

" THE MEASUREMENTS HAVE NO z VARIATION, SO h ze I

" THE MEASUREMENTS WE MADE ARE STEADY STATE, SO = 0.

ST CTF vg6
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FIBER OPTIC COUPLED LASER DIODE SOURCE

* A 6 STRIPE DIODE WAS USED TO DRIVE A 75 gm OPTICAL FIBER AS SHOWN.

* THE STRIPES ARE PHASE LOCKED AT SEVERAL FREQUENCIES (WAVELENGTHS)
BY EVANESCENT COUPLING BETWEEN STRIPES.

* THE DIODE IS NEAR-FIELD COUPLED TO THE FIBER. THIS RESULTS IN A
'SEVERAL COHERENT SOURCE' INPUT EXCITATION OF THE "MODES" OF THE
FIBER. THE VARIOUS PATH LENGTHS (DIFFERENT FOR EACH MODE) CAUSE
CONSTRUCTIVE AND DESTRUCTIVE INTERFERENCE AT THE FIBER OUTPUT,
PRODUCING THE INTENSITY VARIATION WE CALL SPECKLE.

* THE TRANSMITTING LENS IMAGES THE FIBER OUTPUT, PROJECTING IT TO A
SPACE LIKE HYPERSURFACE AT -.

ST CTF v97

LASER SOURCE

6 Stnpe diode

in 1.486 75 Im 125 Mm

n a 1.457

- , - 26.6 cm p

10-20 pm

Laser Input to Fiber: Fiber:
Polarization: vertical Spectran 75
Multiple Sources (6) 75 'm core, n m 1.486
Multiple Spectral Unes 125 gm cladding dia, n * 1.457
Near Field Coupled Step Index
Alternating 1800 Phase Shift Multimode
Each stripe has gain at several distinct wavelengths Non-polarization preserving
Each wavelength Is phase locked across the stripes Length - 10.5 in - 26.6 cm
Individual stinpe divergence - 20" x 400 Numerical Aperture * 0.292

ST CTF vg8
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this phasing of the six element phased array hole whose 50 micron diameter approximates
"antenna" produces the typical two lobe far the receiver aperture at the normal operat-
field radiation pattern. As a laser, each stripe ing range of the communication link. The
has gain at several distinctive wave-lengths, pin hole and avalanche photodiode detector
Each wavelength is phase locked across the (APD) are mounted on a Klinger motorized
stripes by evanescent coupling between ad- scanning z - y translation stage. The APD
jacent stripes. The individual stripe radia- is a detector with internal gain. As such it
tion angular divergence is about 20 degrees had sufficient signal output to directly drive
by 40 degrees. Running down the lists here a 12 bit analog to digital converter. This was
to make sure that I've covered everything, all controlled by a HP-9000 Series 220 com-
the fiber was a Spectran 75, with 75 micron puter. With this setup it was possible tu au-
core and 125 micron cladding. It's a step in- tomate the measurement of the far-field at
dex fiber therefore it is multimode and non- the 50 micron aperture over a 120 point on a
polarization preserving. Its numerical aper- side square grid.
ture for you optical people is 0.292. The diode [ST CTF vgl0] We measured that 120 x 120
is near field coupled, and the transmitting grid in the far field, a measuremeat of a far
lens images the fiber output, projecting it on field pattern that is essentially circular. From
a space-like hypersurface at infinity. Trans- this circular intensity distribution (converted
lated that means the lens focuses the output to power by sampling through a finite aper-
surface of the fiber at infinity. ture) we took a 64 x 64 subarray from the cen-

[ST CTF vgSpect] Here is a typical spec- ter, indexed by integers m and n on 50 micron
trum output of the laser diode showing the steps. From this I've computed the 2-D FFT
kind of wavelengths or frequencies that you're directly, the probability density function, the
going to see for one of these diodes. As I said, 2-D autocorrelation, the 2-D autocovariance,
this is a multispectral diode due to the fact the 2-D power spectral density from the auto-
that you can support several modes of oscil- covariance (rather than from the autocorrela-
lation inside a laser cavity of the dimensions tion), and the space-time correlation lengths
used in this laser, because the laser cavity is from the autocorrelation function.
fairly large. [ST CTF vgPedestal] Now we can go fairly

[ST CTF vg9] Here's how we made the rapidly here and flip through 2-D plots that
measurements. One of the differences be- convey little information but that show that
tween the setup shown and setup used to pro- we did take the data on the basis that I said.
twen the setup shwnll ansetu sea toe pr- Here's the 120 x 120 point grid. This spike induce the data I will present is that the ac-

tual space qualified laser diode modules were the back of the plot is a reference level, and
not used. Measurements of the actual space the pedestal with the jagged top is a typical
qualified laser diode modules were made and intensity plot.
were not significantly different from the data [ST CTF vg64Subset i We take a 64 x 64
you will see. The laser bias supply drove subset of that same data, and it looks like
the laser, which drove the optical fiber and that when you plot it out with hidden line
transmitting lens. The Fourier lens is used to suppression.
transform to the far field here at the detec- [ST CTF vgpdf! When you take the whole
tor. The far field is sampled through a pin pedestal that you saw earlier and plot the
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TYPICAL SPECTRUM OF LASER DIODE w/ OPTICAL FIBER

.................. .................... -........ . . . . . . .....

......................

.841
W'avel1enqth (: ri-1

ST CTF vgSpect

SPECKLE TEST MEASUREMENT SETUP

Fourier
Lens.

Laser Bias 500 mm Dtco
SupplyFocalSupyLength APD detector Bias Supply

Pinhole Plate
Laser Diode s
Module Optical Fiber .1.

Temperature /~ - 500 mm--o 4--500 mm -- p
Controlled / II
Host Sink Transmitting

Lens
7.5 mm 11 Klinger motor
5 mm 0a driven x- y
1/1.5 translation stage

ST CTF vg9
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DATA TAKEN

* MEASURED THE POWER THROUGH A 50m APERTURE OVER A 120 x 120
GRID IN THE FAR FIELD

* HAVE A 64 x 64 ARRAY OF DATA TAKEN FROM THE CENTER OF
THE 120 x 120grId:

p(m,n) : (m,n)c (1...64; 1...64)

" FROM THIS COMPUTED

. - 2-D FF' OF THE DATA DIRECTLY IN A 64 x 64 SUBSET

PROBABILITY DENSITY FUNCTION: MEAN, VARIANCE, SPECKLE CONTRAST

2-D AUTOCORRELATION: 64 x 64 -; 32 x 32 SUBSET

2-D AUTOCOVARIANCE: 64 x 64 -: 32 x 32 SUBSET

- - 2-D SPATIAL POWER SPECTRAL DENSITY FROM THE AUTOCOVARIANCE

- - THE ST CTF CORRELTATION LENGTHS FROM THE AUTOCORRELATION

ST CTF vglO

TYPICAL INTENSITY PLOT OF RAW DATA IN 120 x 120 GRID

ST CTF vgPedestal
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TYPICAL INTENSITY PLOT OF RAW DATA IN 64 x 64 GRID

Ifi "I:.3 Wo iMULD Iwo - N3fl(Ho as) *TlUSIW15 MI Msn

£4.540110411

ST CTF v64Subset

PROBABILITY DENSITY FUNCTION

Prbaiity 091sity FisitioA - 1 (1) IDL f3S3

Th pS p& ~ - 1918.409,"

gn sim - -,96.214996

!C$ MC ~A. C1.1t* !2471S, 29 -u1Q )~~qf:I1AMS

TET ~~A.tiTC~ ILr~SV INPU *.v ThN r) upT:I1LAE f~iM

~ r~S159



probability density function, this is what you sity. When we take the autocorrelation of this
find. Here is the mean value at 1.0. The data, you see a central spike which you would
pdf is plotted around that value using his- hope to see, but you can tell by the shape here
togramic type of plotting. Originally the pdf that it's not well correlated with itself as you
was not used. We only started considering try to move away from a given point. This
the probability aspects of the problem when is a measure of how well distant values of in-
we began working on the communication per- tensity are correlated with the value you just
formance prediction consequences of speckle. left. So this is the autocorrelation function,
This is what a communication engineer needs ...
for the speckle because what you usually end [ST CTF vgACov] which is almost indis-
up computing is a bit error rate conditioned tinguishable from the autocovariance for this
on a given received signal level. Then you particular speckle pattern. That means that
have to treat that as the conditional compu- the subarray sums were approximately the
tation it is, and use this probability density same over the pattern. So this is what hap-
function on the intensity to compute the aver- pened before we learned of Bill's model.
age bit error rate and probability of delivered [ST CTF vgSpPSD] We computed the spa-
service. The pdf was a new result when we tial power spectral density of the data and
computed it. When one has the pdf, one can were able to get the smoothing Bill has re-
compute the contrast, a statistical measure of ferred to earlier. Thus we could estimate how
the variability of the speckle pattern used by much power is in the higher frequencies of
experts in that field. I will not go into this that particular intensity fluctuation pattern.
further. [ST CTF vgl2] This chart defines the ex-

[ST CTF vgll] Here is the notation for the act processing that was used to compute the
FFT we took, the normal type of transform, autocorrelation and the autocovariance. We
expressed in DFT form. computed the spatial power spectral density

ST CTF vgRawFFT] Here is the plot of with the FFT using the formulation that I
the magnitude of the 2-dimensional FFT. had described earlier.
This was rearranged to plot zero frequency [ST CTF vgl3] Finally, we went ahead and
at the center of the plot, so the spikes at the learned Bill's model. He gave us a paper from
center denote low spatial frequencies - where MILCOM '88 and we went ahead and com-
frequency is expressed in cycles per meter. puted the correlation lengths L= and L. using
You can see that there is significant power in this discretized form of the integrals. Again
the higher frequencies meaning that the 2-D we used the normalized p, the normalized
surface will be "rough". Note that from an space-time correlation function, since that's
analysis point of view, that this type of plot where the information is about the pattern.
is meaningless when attempting to determine [ST CTF vgl4] We computed the corre-
statistical properties of a 2-dimensional ran- lation lengths shown. We had actually an-
dom process. alyzed two distinctly different speckle pat-

i'ST CTF vgACorr] The proper thing to be terns, as the real reason for doing this work
computing when analyzing statistical prop- was to find ways to reduce the speckle. One
erties is the autocorrelation or autocovari- was generated by the step index fiber system
ance. and from that the power spectral den- that was diagrammed in this talk, the other
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DATA PROCESSING

* HAVE A 64 x 64 ARRAY OF DATA

p(m,n) : (m,n' a, (I...64; 1...64)

WHERE WE MEASURED VOLTAGES AT EACH POSITION.
THE VOLTAGES ARE RELATED TO THE POWER BY

v a I RLu p Ro M R6

" FFT (in DFT form)

64 4 - 2x (m-1)/64 -I 2x (n-1)/647 (k,I) a 1 2: p(m,n) e 0
MI Dal

THIS WAS REARRANGED TO PUT ZERO FREQUENCY
AT THE CENTER OF THE PLOT.

ST CTF vgll

FFT OF INTENSITY DATA

Tll! *IZ-I:.3 lrDl lIJI:LI6D |I~Tn lt(I0 ISI) UtfIIM:SlIUUS $L I$.

T.~IS t.3

)iK, 
11351 IW51 /r

M itUth w~ Ibmulizat~eft

ST CTF yj aWFFT
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AUTOCORRELATION OF DATA

?1 10-C.3 WEI lI3D:LDD INN? BNTCN AM) 4MU13t1:ILhTOSO SRI. MI
SI. RUW3.?14

CUM-

ST CTF vgACorr

AUTOCOVARIANCE OF DATA

UT 119-Ci5 ii. 11 TIRER:LDGD lIPIJI RUTTIO 41) OUTPUI:SIIIAIES SOL AStI.

;A 11344-62
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SPATIAL POWER SPECTRAL DENSITY OF DATA

TOT 311:.3 01 FI :LIDD 19M1 " *I(11 ) UT ::$11ATIS SL tSE.

IL .4236o*

( 1,) I V& sr C.,o) 0 I, a
M - kith In Ibroalistim

ST CTF vgSpPSD

DATA PROCESSING (Continued)

" AUTO CORRELATION
32 32

S, (k,I) = - p(15+m,15+n) p(m+k, n+l) PEAK AT (15,15)(32)m nt

NORMALIZED AUTOCORRELATION:
P(k,) . It(k,l)

s( 15,15)

* AUTOCOVARIANCE

1 32 32 32 32

8 (k,I) =R.(k,I) - - 1 1 p(15+m,15+n) 1 1 p(m+k, n+I)
mI 1 nl mmi nlt

" SPATIAL POWER SPECTRAL DENSITY

2-D FFT OF S (k,I)

ST CTF vg12
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ST CTF MODEL PARAMETERS

* CORRELATION LENGTHS FROM THE AUTO CORRELATION

29
Lx a 1: (k-15)a xp (k,15)

ka1

20
Ly a 1. (k-lS) a yP (15,k).

kol

ST CTF vg13

RESULTS OF COMPUTATION

"CORRELATION LENGTHS

Lx  Ly N x  NY

ISL - 21.9 Am - 174.45 Am - 0.438 - 3.489

GRIN/LOOP 272.76 A~m 146.79 Am 5.455 2.935

" INTERPRETATION

An N LESS THAN I INDICATES A CORRELATION LENGTH LESS THAN THE 50 Jim
STEP SIZE AND THE 50 Am APERTURE OF THE DETECTOR, WHICH I INTERPRET
AS A DELTA FUNCTION

THE COMPUTATION OF CORRELATION LENGTH COULD OBVIOUSLY BE DONE
fO.R VA.O'. - C!' x AND y OTHER THAN THE CENTER VALUE ( A SORT OF
MARGINAL CORRELATION LENGTH).

IT IS NOT CLEAR THAT THE CORRELTATION LENGTH SHOULD NOT BE
COMPUTED AS A RADIAL VALUE, GIVEN THE SYMMETRY OF THE SYSTEM.
ARE WE MAKING SOME IMPLICIT ASSUMPTION ABOUT A FUNCTIONAL
RELATIONSHIP BETWEEN CORRELATION LENGTHS MEASURED ALONG
ORTHOGONAL DIRECTIONS? A RADIAL COMPUTATION WOULD ALLOW
US TO PUT SUCH AN ASSUMPTION TO THE TEST (OR TO TEST THE DATA
AGAINST SUCH AN ASSUMPTION).

ST CTF vgl4
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was generated with a graded index (GRIN) reported by Bremmer in the MILCOM '88
fiber with a storage loop made by splicing a paper. It would be good to have a complete
loop into the system using two fiber optic Y- set of such dynamic data. Unfortunately the
couplers. (This is actually a very interesting program involved views their problem as be-
system from a theoretical viewpoint because ing solved because they took the easy way
of the Markov channel-with-memory consid- out. They got the actual modem that drives
erations which result from photonic storage the laser and demodulates the received sig-
in the optical fiber loop.) Because of time nal, they set up a complete loop-back link
constraints I've suppressed showing you this and proved to themselves that with the gim-
second case. The system that was actually bal jitters involved, and the waveform distor-
put into the intersatellite link has a correla- tions involved, the system as designed deliv-
tion length of-21 micons in x and 174 microns ered the performance that they required. So
in y. This corresponds to numbers of pixels, there's probably little motivation for taking
if you will, on 50 micron centers of 0.4 and the full set of what I'd call dynamic data
3.48. How does one interpret such a thing? over the complete 128 x 128 location inten-
Well certainly the correlation lengths can be sity profile. We have not done any evaluation
negative in this case because we had a cen- analytically of the impact on the communica-
ter at (0,0) in two dimensions. So you can tion system by using that probability density
have correlation lengths going either way. I function or the outcome of the model. What
interpret the N here as being less than 1 as the model will allow you to do is model the
indicating that you essentially have a delta- effect even in the static case of having gim-
function. It's much less than the 50 micron bal jitter in this particular inter-satellite link.
step size and therefore I say I've got a delta Because gimbal jitter is going to tend to make
function in that particualr direction. that field "dance" in the far field while your

Thus, if you look back, which you can't do receiver is stationary with respect to that jit-
because you don't have copies of the view- ter, you'll get a time variation based, even in

graphs, [but now you do in this written form] the static speckle case, on the gimbal jitter.
everything was referenced to the center value Those things have not yet been computed,
X and y of the autocorrelation function. Oh- and we reserve that for future work. And
viously you can start choosing values away that completes the presentation.
from the center and do a kind of a marginal LINDSEY: The timing is just right. We
computation of correlation lengths as you are schedule to have our pictures taken and I
move away from the origin. Whether or don't know if the photographer is here or not.
not you ought to be actually doing a radial I know he's arrived outside but just how long
computation given the underlying cylindrical it takes for him to set up the camera and all
symmetry of the beam is a good question. those good things, I'm not sure. I think it's
These are the issues that are starting to arise going to be outside on the lake or something.
as we start to try to apply this model. So if you'd like to take a break and have coffee

ST CTF vgl5] So given that static data, or whatever fruit is back there ... I think we
we've made a beginning in applying the should have our break, take the picture, and
space-time correlation function model to it. then come back and complete our discussions
As I mentioned, dynamic data was taken and with regards to measurements and so on. It
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looks like they took our goodies away. We JTIDS coming along which was a frequency
abandoned them and they abandoned us so hopper over 250 MHz, centered around 1
maybe we can get started yet. GHz. We had a few other systems that were

O.K. we'll change the tempo, I think in direct sequence, fairly nominal bandwidths
terms of our discussion and now we'll talk and we were talking about packet radio at
about taking measurements with regards to that time, using a direct sequence waveform
characterization of various channel param- of up to 100 MHz or so. So we needed
eters and maybe whatever, and the first wideband channel characterization data. In
speaker after our break will be Paul Sass. round 1982, we started a program which was
Paul .... competitively solicited and won by SRI Inter-

PAUL SASS: Wideband Channel Mea- national to design and build a wideband PN
surement Ezperience channel probe operating over that frequency

band. At the same time we started with Al
Thanks, Bill. As has been said a few times, Sch

we are going to change the tempo. I'm not Schneider, who is joining me today, to look atgoing to compete with the theoreticians and one specific channel, the forested communica-goin tocompte iththe heoeticansandtion channel. He was involved from the begin-
put up very many equations. What I'm going nn hann he as i e d heen
to do is try to share with you some of the hard ring in designing the experiments and help-
lessons we've learned over the last 5-10 years g unlye th da. l s tream weactually, in the field. got involved with Ray Luebbers through the

presentin iArmy Research Office who was interested in
The material [SLIDES 1-2] I'm presenting the Geometric Theory of Diffraction and how

here, admittedly, is past history. We have it might apply to wideband channels. He had
been doing this, as I said, over quite some only applied it to CW or narrowband signals
time. But my motivation stems from a dis- up until that point. So he saw our measure-
cussion I had with Mike Pursley about a year ment program as a unique opportunity to get
or two ago where he was lamenting the fact me program ata.
that we really didn't have the data to charac-
terize the channel, whatever that means. I'm As I said, our work mainly stressed forest
not going to answer it like Bill Lindsey, but channels. The program in summary started
what I'm going to do is to share with you with a prototype built by the people out at
some of the data we have acquired and put ITS, Boulder, Colorado, Dr. George Hufford
the onus on you to tell me how we can use and company. Bob Hubbard built a proto-
this data to get these answers. I'm not going type in 1979-80 time frame which was a wide-
to propose getting a transmittance function band PN probe and demonstrated its appli-
specifically but you'll see what we did. cation for channel characterization. It was

A little in the way of history. About 10 an analog system, very crude to use, but ba-
years ago, we at Fort Monmouth initiated a sically it proved that you c'nuld use a system
program to go out in the field and make wide- like a PN probe to measure channels along
band channel characterization measurements. the lines of Phil Bello's work much earlier
Our interests were in the UHF band, 200 than that. Over the period 1982-85. we ac-
MHz to 2 GHz. We were interested in possi- tually built and tested and brought to the
bly or ultimately deploying spread spectrum field an automated wideband measurement
systems in that frequency range. We had system to do that. [SLIDE 4' The system
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consisted of a transmitter in one vehicle and do your sampling, you can get a fairly accu-
a receiver in another vehicle which I'll dis- rate representation of the time varying chan-
cuss in a few minutes. Over the next two nel. This TVIR then becomes our measure-
years, following that point in time, except for ment tool. It's an FFT away from getting the
a little break to deal with some vehicle prob- transfer function of the channel. What we
lems that we had (and I'll talk about that), measure is actually the output delay spread,
we compiled two years worth of a lot of data I believe, based on Phil Bello's work. At the
in a variety of sites. We concentrated on the same time we use a lot of real time processing
forests in Fort Lewis, Washington which were in the system to give the operator a real time
largely trunk-dominated forests. This means sample of what's happening in the channel
the levels at which we were transmitting were as well as setting ourselves up to do a lot of
largely through the trunks and not through off-line data analysis. The system was heav-
the canopies. We also went to Connecticut ily computer-controlled. The receiver system
for a different kind of tree, a deciduous tree, had an HP A-700 computer in it and enabled
and examined the effects of leaves on propa- the operator to set up a whole experiment
gating wideband signals. routine in advance and basically push a but-

As far as why we started, this is an old ton causing towers to go up, antennas to ro-

slide [SLIDE 5] I pulled out of my file from tate, frequencies to change, and things like

10 years ago. At that time, as I said, we that. It was very complicated, perhaps even

were talking about a generic spread spectrum too ambitious and you will see why in a few

UHF system, something called BIDS (battle- minutes.

field information distributing system). It is [SLIDE 10] This is a block diagram show-
not clear whether it would be a frequency ing the measurement approach itself. As I
hopper or direct sequence, but it would oc- said, we generate a PN code, modulate an RF
cupy significant bandwidth in the UHF band. carrier, and transmit it over two transmitters
And we asked all these questions: What hap- simultaneously. We transmit on two chan-
pens when you put the systems in forests, for nels and at the same time we receive over two
example? What happens when you put the parallel channels, each of which did a cross-
signals through forests, what kind of multi- correlation. Then we piece together the time-
path is measurable in the forest, what kind varying impulse response. Once the TVIR
of delay spread is measurable in the forest data was acquired, the data was dumped very
and what other variabilities do you see in the quickly to a front-end memory in the corn-
forest? What are the parameters in the trees puter and from there written to mag tape for
themselves that affect propagation? subsequent processing. This slide is an ex-

The measurement approach itself relied on ample of what a TVIR looks like, obviously
a wideband PN code PSK transmitted signal. without any multipath. This is just a display
At the receiver that signal is cross correlated of what a processed time-varying impulse re-
with a reference, using what is called a slid- sponse could look like and the corresponding
ing correlator which was based on Phil Bello's FFT yields the spectrum of the received sig-
earlier work. The result is a time-varying im- nal. Shown here is the full res3lution of the
pulse response of the channel. And if you system. I'll summarize the system capabili-
keep track of things changing and how you ties in a minute.
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In the forest channel, typical delay spreads free-space and simple two path reflections off
looked like this. [SLIDE 11] The top one runways. We progressed gradually to more
shows a delay spread of almost one and a half complicated channels like the forest. This oc-
microseconds (1400 nanoseconds) with a ver- cured, as I said, over a period of two years of
tical polarization antenna. With horizontal separate measurements, all of which are docu-
polarization antennas we typically saw much mented to varying degrees in a whole number
lower delay spreads. But in this case we see of reports. My interest in coming here was
200 nanoseconds of delay spread. We found to offer these reports or any of the data that
very clearly that the forest did represent a any of you might be interested in.
complex scattering channel to the receiver. That was all the theory. In theory it should

As far as the system capabilities itself, all work. When we took it into the field we
we had a transmitter and a receiver, each had a lot of problems. I wanted to briefly
mounted in a vehicle, integral self-elevating review some of the experiences we had. I
antennas that could raise each antenna up to thought it would help some of the theoreti-
65'. We used two different antennas, omni- cians here understand the difficulty in getting
directional and a 7 dB gain, log-periodic array the measurement data to support their theo-
covering the band 200 MHz - 2 GHz. We had retical work.
4 possible operating probe bandwidths rang- I have some slides on a few of the problems,
ing from unmodulated CW signals all the way but let me just talk about the ones I don't
up to 250 MHz direct-sequence spread spec- have any slides on. Electromagnetic interfer-
trum. We also had a variety of code lenghts ence presented a far greater problem than we
which enabled us to look at different multi- expected. As I said, we were trying to char-
path delay windows. And as I said, we were acterize hundreds of megahertz of bandwidth
capable of transmitting and receiving on two in the UHF band. When we took the system
simultaneous channels. The final system de- into the field, we had a lot of trouble with oth-
sign resulting from an agonizing process over ers in band emitters. We originally had the
the years was really a compromise between concept that Phil mentioned, of being able to
our desire to achieve a total path-loss capa- excise small numbers of interference sources.
bility of 155 dB and yet achieve both the res- but we found out that the interference envi-
olution and delay-spread capability over the ronment was so severe that we had no chance
full characterization bandwidth. We achieved of excising in band interference with tunable
all the desired parameter ranges, but we were notch filters. As a result, most of the use-
unable to simultaneously achieve full path- ful data we got was confined to the forest,
loss, full delay spread, and maximum resolu- where the sources of interference were basi-
tion. cally shielded from the measurement.

The approach we took in bringing the sys- Another problem is caused by the fact that
tern out into the field, as I said, was fairly the forests were extremely inhomogeneous. In
ambitious, and started with well-understood fact, Al Schneider has spent a lot of time try-
channels. Our first attempts to do system cal- ing to characterize these forests in soic nic a -
ibration and make sure that everything was surable way. We've seen the same problein
working the way it should, were obviously trying to make path-loss measurements in the
over channels that were simple to measure: real world. We've set up UHF networks of 40

174



INTENSITY (COUNTS02 mINTSIT (onyuoTs)**2

n

IL Z 0 _ 1> > 0 'MI r nE
0 z 3 ;

> fn.0 > >z o rr&

KnZ

m 0 0 0

m ~~ 'n 0 in'

,3 ~ C'M Z > m
A 0 0

1= 3m m'

mm z . ;

a 0 !2 Z> 00 ~
m r-

0n 0 i

mz $A 0, .= =
c 0 hi) 1 N An

rc 0 I
t0 P,

o M

cm ~ N

175



or 50 radio nodes attempting to compare pre- and a half year period. In Fort Lewis alone
dictions and path-loss measurements over the we wrote 50 mag tapes worth, or 15 gigabytes
links in the 40-node network, and we have of digitized data. As the system compiled its
had a lot of problem comparing the theory TVIR, it wrote the results into a 2 MB front-
to actual practice. The path-loss prediction end memory and subsequently dumped it to
models that we have to deal with today are tape for analysis. The raw data acquisition
semi-empirical in nature and produce proba- took anywhere from 4 seconds at full band-
bilistic predictions. Designing a statistically width spread, to about 4 minutes of CW data.
valid mesurement to compare to a sampled So that was the range of data we could ac-
probability distribution proved difficult. quire before we'd fill our front end and have to

[SLIDE 13] "Mobile" means you need e- dump it to tape. It wasn't quite as dynamic
hides. We had a lot of troubles with vehicles and as easily handled as we had thought when
alone. I'll show you how the vehicles evolved, we first started.
As I said, we started out with a concept 10 I wanted to review the data processing bur-
years ago of small vehicles that can get in and den itself. Maybe you have a feel for the data
out of forests and move in and around terrain, analysis problem. The raw TVIR data, as I
You'll see what we ended up with. said, was first written to tape. The first pro-

[SLIDE 15] Cost was another problem. As cess in the data analysis routine was to cor-

far as cost, I thought I'd just show you the rect for imperfections in the hardware. The
price tags on some portions of the measure- way the correlation receiver is structured, it
rment program itself. This doesn't even in- uses 4 separate correlator channels, each of
dude the data analysis that we've done and which have I and Q channels. The phase er-
all the work that Al Schneider has been do- rors between those correlator channels result
ing with the data for the forested channels in errors in the resulting TVIR. An off-line

that he's interested in. But as you can see, analysis routine was written to remove those
by the time we bought the measurement sys- phase-offsets on each of the 8 channels. This
tem, took care of the vehicular problems and produces a corrected complex TVIR. That
ventured into the field, we were left with was the first objective of the measurement
a fairly expensive proposition. This is par- itself.

I ticularly frustrating since it didn't leave us Once we had obtained the corrected TVIR,
enough budget to really analyze the data as we did a lot of summary data file manipula-
thoroughly as we'd like. tions. We computed the average power TVIR

[SLIDES 16 ..19] This is a photo of part of and the spectrum, and wrote that to a sum-
our data, currently in storage at SRI Inter- mary data file which included all the exper-
national. We had a lot of philosophical argu- iment descriptive parameters, tree parame-
ments over the years about the need to pre- ters, etc., everything that was stored in the
serve raw data as opposed to reduced data. experiment set-up. That makes up the part
We've done both. We've not only compiled of the files that we ship around to most of tle
data summaries of the raw data, but we've people who are looking at the data.
also preserved the raw data itself. We've es- The raw mag tapes were processed off-line
timated that 7000 Gigabytes of raw data were at SRI and then written to a summary data
acquired in this measurement phase in a two file on an HP mag tape. In some cases they
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DATA PROCESSING SUMMARY (CONTINUED)

(:RAW COMPLEX TVIR

I
LOW PASS FILTER USING

TIME-DOMAIN 3-POLE BLTTERWORTH FILTE

CORRECT FOR ANTENNA PHASE DISPERSION
WHEN RF FREQUENCY < 1000 MHz

CORRECTED COMPLEX

NEXT TVIR

SLIDE 17

DATA PROCESSING SUMMARY (CONCLUDED)

CORRECTED COMPLEX

TVIR

COMPUTE AVERAGE POWER TVIR
AND AVERAGE POWER SPECTRUM

SUMMARY DATA FILE

SLIDE 18
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WPMS DATA DISSEMINATION

S WPMS SUMMARY DATA FILE
PRIM E COMPUTER DISC FILE (BINARY)

ASCII SUMMARY DATA PILE
(PART OF HEADER. 1 OR MORE COMPLEX TVIRS
MINIMUM. AVERAOE, MAXIMUM POWER TVIRS

SUMMARY DATA FILE3 MINIMULM, AVERAGE, MAXIMUM POWER SfZCTrRUM)IH FORMAT, 9-TRACK TAPE (BINARY) PRIME COMPUTER DISC FILE (ASCII)

CECOM TTPENNSYLVANIAT ASCII SUMMARY DATA PILE

II
[ASCISUMMARY DATA FILEU HP A700 COMPUTTER DISC PILE (ASCII)

CYIERCO ASCII SUMMARY DATA FILE
CERCOMHP CARTRIDOE (STREAMER) TAPE (ASCII)

* SLIDE 19
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were converted to ASCII summary fies on things that we needed to go into the field,
various other media. At Penn State Univer- the vehicle quickly grew. It was much bigger
sity Ray Luebbers worked directly from the than we wanted, and it limits what you can
ASCII summary file, but Al Schneider used do with a system like this, but we had to find
an HP cartridge on a small HP 9816 corn- ways of felding this system. The reason we
puter. So we converted to a few different initially accepted such a big vehicle was that
formats to provide it to as many people as it was provided to us free by an Air Force
possible. Contract.

I said something about the vehicles. This I thought you would appreciate seeing some
was originally the general concept of the of the problems we had in the field. You can
transmitter vehicle. This was actually the ve- read it yourself. This was put together at my
hide we used back in the 1979-80 time frame, request by one of the SRI engineers that ran
to hold the probe transmitter. You can see the measurement phase. The real scary thing,
the omni-directional antenna on the roof. We if you look at the bottom, is that this repre-
actually went out and demonstrated that this sents a 3-day period in Fort Lewis, Washing-
system could work. The receiver at that time ton.
was a rented motor home that the folks at [SLIDE 21] One of the other things I
ITS had provided us. As shown here, one wanted to talk about was the problem caused
of the first lessons we learned was that you by non-ideal measurement tools. There were
don't use guy wires in the woods. We had a two correctio'as that SRI had to implement
lot of trouble with the towers in forests, try- in the data processing routines. The first was
ing to elevate antennas to the various heights. the TVIR calibration because of phase-errors
The tower we used 10 years ago needed guy between the correlator channels. They had to
wires and it was totally impossible to deal correct for that to come up with the corrected
with. As a result our next phase requirements TVIR. The other thing is the antenna disper-
included measurement vehicles with integral, sion. The log-periodic arrays had non-linear
non-guyed towers. For a variety of reasons phase over the significant bandwidth that we
this is the ultimate transmitter vehicle we were measuring. Therefore, in order to get a
ended up with. As I said, it was a lot bigger corrected TVIR, we had to do some off-line
than the GMC suburban we started with. Af- calibration. In fact, SRI did a lot of work
ter a number of attempts to design and pur- trying to correct for the actual antenna dis-
chase our own vehicles, we ended up with the persion measured with the log-periodic array.
vehicle provided at no cost from another con- [SLIDE 26] The result is shown by the dot-
tract. We modified it and installed the self- ted line of the correction. The solid line is the

erecting towers that you see on the back and TVIR before the correction was applied. The

went to the field in Fort Lewis. dotted line shows a nice narrow correlation

The receiver vehicle also got correspond- peak after correction. SRI found a fairly lin-
ingly bigger. I didn't even bring a picture ear phase over the main beam of the antenna.
of the receiver system. The receiver system Therefore, as long as you stayed within 45 de-
includes several racks of HP equipment. It's grees of the main beam of the antenna, the
fairly big and with all the creature comforts correction was valid. They also found that
and the air-conditioning and all the support the correction was more necessary at lower
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frequencies (below 1 GHz) and at the higher systems.
chip rates. Another question we asked had to do with

O.K., I'm going to very quickly review the existence of resolvable multipath in the
some of the answers we've gotten. Al Schnei- foliage. The answer here is no. Although
der is going to talk some more about the de- much of the measured TVIR data appears to
tailed work. The first question we were asking indicate resolvable multipath, Al Schneider
is: Just how far can spread spectrum systems has completed more comprehensive analysis
communicate through the trees? We found a of the multipath returns and confirmed that
lot of data, much of which we haven't even increasing bandwidth continues to produce
yet analyzed, but we've found very definite new multipath components. Delay spread
frequency and polarization dependencies. Al measurements are reasonably representative,
Schneider has since developed models which however, typically producing coherence band-
have been reasonably well validated, particu- widths of less than 10 MHz I showed you
larly in the trunk region of the forest. So we what the typical delay-spread looks like in the
are fairly comfortable with our ability to pre- forest. One of the things that we definitely
dict forest trunk region performance of UHF found was that delay-spreads with vertically
signals. We didn't spend much time in the polarized antennas were almost always signif-
leaves in Connecticut. We ran out of time icantly greater than delay spreads with hori-
and money but we did find that propagation zontally polarized antennas. Al's model also
through the leaf canopy also adds on the or- predicts that in the trunk-dominated forest
der of 5-6 dB of attenuation. Of course I and intuition kind of confirms that.
think he'd be very unhappy with me making We got interesting results in the delay
a blanket statement like that. spread measurements and this SLIDE 32 con-

Another question relates to how well the firms what I said; basically that delay spreads
narrowband predictions made in the past ap- with vertically polarized antennas (on the
ply to spread spectrum. Here we found cate- left) were significantly more in all cases than
gorically, across the board, that spread spec- those with horizontal. We've measured a va-
trum predictions need to account for all the riety of distances, a variety of frequencies, all
scattered energy. Unless you account for all shown here, and a variety of antenna heights
that scattered energy received as in our wide- (as you go up the page) all below the canopy.
band received signal level, you're obviously Towards the top we were starting to see some
throwing out energy that exists at the spread possible canopy effects, as we approached the
spectrum receiver. The narrowband measure- canopy. So we saw some non-ideal behavior
ments, all of which are shown here, don't typi- in the data.
cally account lot azty of that scattered energy. Another question related to antenna
Therefore their measured path-loss is signifi- heights: [SLIDE 34] Where you put your an-
cantly higher than what we measured in the tennas and what kind of ai,4'enIds you use in
shaded region using integration of all the re- the trees. In the trunk region we saw very lit-
ceived scattering energy. Therefore, as you tie height gain (or what's been called height
woilld expect, our conclusion is that you can- gain) aatributed to the antennas. It really
not rely on narrowband measurements to pre- didn't matter what the antenna height was,
dict received signal level of spread spectrum as long as you were down in the trunks. Path-
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I
WHAT EFFECTS DO LEAF AND GROUND
MOISTURE, GROUND CONDUCTIVITY HAVE?

NONE NOTICED, EVEN AFTER RAIN AT BOTH
FT. LEWIS, WA AND COVENTRY, CN.

WHAT TIME VARIABILITY IS OBSERVED? I

TIME INVARIANT, EXCEPT FOR TERMINAL 5
MOTION

SLIDE 41.
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3 loss was usually greater for vertical polar- ter. Tree type, seasonal variations, and rnis-
ization than for horizontal polarization, and ture had no observable effect. Next to tree
delay-spread was greater for vertical polar- density, the size of the trees (i.e. the width
izations. As expected, we saw a very defi- of the trunk) had a measurable effect.
nite dependence of delay-spread on tree den- This is the curve I was alluding to before.
sity. We had a unique opportunity to con- It shows a return to the Fort Lewis forest be-
duct measurements in the same exact forest fore and after the thinning. A lot of the data
before and after it was thinned at Fort Lewis, shows this general behavior, but we unfortu-
and that provided some very unique and in- nately don't have a lot of data points. ButIa
teresting data. I think the curve I want to the trends are generally fairly noticeable and
rely on appears in a few slides. We went to we have to go back to the raw data to ex-
a forest that had been planned for cutting by tract more in-depth measurements. Return-
the foresters at Fort Lewis and we persuaded ing to the same trees after the thinning signif-

them to let us conduct measurements both icantly reduced the delay spread both for hor-
before and after they made a 25% reduction izontal and vertical polarizations. (Question
in the density of the trees. The results were on leaves.] Again, this applies in the trunk
very interesting. region. And these were coniferous trees, so

As far as the propagation mechanism, there there were no leaves, only needles.
had been some conjecture by a number of As far as stationarity of the :hannel, we3 people that there exists a so-called "lateral saw no time-variance at all in any of our
wave" which was an indirect up, over and measurements unless the terminal was mov-
down mechanism, almost a wave-guiding ef- ing. There had been some reports of leaves
fect along the top surface of the trees. We're blowing, changing the measured spectrum. In
fairly comfortable now concluding that we fact, I've used them before in a paper I wrote
haven't seen any evidence of a "lateral wave" almost 10 years ago ... leaves changing the
at these frequency ranges. The lateral wave visible spectrum in a JTIDS signal. We didn't
is a mechanism that was fairly well accepted see anything like that. We didn't see any vari-U in the 60s and 70s at VHF frequency ranges ability with t;-e, although there admittedly
and it was being extrapolated with very little wasn't very much wind. We didn't look at
grounds up to higher frequencies. We don't very many leaf-channels in high wind condi-
feel that is correct. My one frustration is that tions, so that might be the reason. We saw
we didn't quite obtain the path lengths we no effect of leaf and ground moisture, ground
would have liked to in the forest. The forest conductivity, or any of those parameters that
was just too lossy. And, as I said, the inco- the people that study trees tend to claim will
herent scattering within the trunks was very effect propagation. We didn't see it.
dominant. My last slide is simply a plea to this com-

As far as the forest parameters that deter- munity [SLIDE 43]. We know all the theoret-
mine communications capability, just about icil applications of measurement data. We
the most dominant one, by far, was tree den- heard about some this morning. Neverthe-
sity. The number of trees per square area less, I'm really at a loss to propose how we
(per acre) or whatever your measurement is, now use this data. I'd like to see indications
is the most important and sensitive parame- of interest from this community. I would like
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to offer any of the data, any of the reports in gation, there are things that I have become
any form you'd like, to any of you to use for very sensitive to over the years. First of all.
any of your work. This was, as I said, a long people that sponsor radio wave propagation
exercise and we've made a lot of progress for studies always ask themselves when it's over,
the forest environment. I don't think we've if they have thrown their money down some
made much progress in a non-forested envi- rat hole. Propagation studies do not come
ronment and that, in a large sense, is the cheaply as you saw by this one - three-and-
channel that I think, motivated Mike Purs- one-half million dollars, roughly. And the
ley's comments. I know that recently he's question is, have we gotten anything for our
been talking about the delay spread giving a money? So, right up front, when we started
good measure of the irreducible error rate in working on this project, one of the things that
the channel. I'd like to see how that can be I did was to take the set of questions that
exploited with the data we've acquired. Paul had laid on the team [which included

LINDSEY: Thank you Paul. We have one SRI, Penn. State and CyberCom], and to
fiuial presentor, Al Schneider, regard to mea- keep that posted in front of my desk to re-
surements of data. mind me that we were always working to-

ALLAN SCHNEIDER: Delay Spread ward some practical objectives and practical

Estimation for Time Invariant Random Me- problems. The second thing, to temper that

dza study, was to ask ourselves, what could we

The topic of this talk, its title anyway, is reasonably expect out of some sort of char-

"Delay-Spread Estimation for Time-Invariant nel model or propagation model. For those

Media." I've broadened the topic somewhat of you who have some background experi-
bS di- ence in tropospheric scatter, for example, theBooker-Gordon theory - I don't know when

cated earlier in his talk. I thought you might it was proposed, some time around 1955 or
be interested in seeing some of the results to i as prpsed some time a 1so - has existed for a very long time and
date of our modeling and characterization of te hthis forest channel. First, I'm going to give there has been a lot of analysis done on it

thisforst hanel.Firt, m gingto iveand so forth. But when all's said and done
you an overview of the incoherent channel for- and yo faced wt he praica poe

est ode, ad ten fte tht Ill et ntoand you're faced with the practical problem
more of the modelling details, and, finally, of designing a tropospheric scatter circuit, the
identify one of the problems that we had in last place you really want to start is with the

identify-onedof thetproblemsothataweohadBin
analyzing the data. One of the problems re- Booker-Gordon scattering formulation. Be-
ally gave us a lot of pain until we finally dis- cause it simply does not provide quantita-all gae u a otof ainuntl e fnaly ds-tive answers that are consistent with mea-
covered one solution for it. I'm not saying our ture a a.e It does a e o od job in giv-

solution is optimal, but at least it gave us one

way of getting consistent results. Of course, ing you some clue as to what the sensitiv-

one of the reasons I'm here is to solicit help. ity of a certain parameters is, but, quantita-
You people here who have more experience in tively, when estimating, say, the transmission
data processing and hypothesis testing than loss, whether it is 170 dB or 110 dB, Booker-
we, might be able to see alternative ways so Gordon is not where you want to go. With

we, igh beabl toseealtrnaiveway sothat in mind, I felt that we had to keep our
that we can improve tht inalysis of this data. feet on the fl if we er to e e wha

In canne moelin orradi wae prpa-feet on the floor if we were to recognize what
In channel modeling or radio wave propa-

196



can we reasonably expect from a model that ders having some prescribed complex dielec-
is significantly much more involved than the tric constant; branches the same way; and
scattering in the troposphere. Scattering in leaves were modelled as disks. These canon-
the troposphere, for example, involves elec- ical scatterers can be characterized by their
tromagnetic scattering in random media but so-called dyadic scattering amplitudes - you
it's single scattering. Scattering in the forest take a single scatterer, put it out in free space,
involves multiple scatter, a much more diffi- and describe the scattered far-field over the
cult problem. full 47r solid angle in response to an inci-

dent plane wave. In the case of tree trunks,
So with that prologue as preface, let me get you then assume that all the tree trunks are

into the forest model as a modeller might, standing parallel to each other and perpen-
One of the first things you might want to dicular to the forest floor. They are randomly
concern yourself with is, what are the envi- positioned on the forest floor, they have pre-
ronmental forest parameters that are likely scribed distribution of trunk diameters, but
to affect the transmission loss, delay- and they are all parallel to each other. In the
Doppler-spread of a forest channel [SLIDE 1]. canopy we assume that the branches are ar-
We tried to identify the key parameters that bitrarily oriented with prescribed, azimuthal
might affect forest propagation by represent- and elevation angle statistics; the leaves have
ing the forest as a planar, stratified medium prescribed angle statistics. We then take
consisting essentially of the forest floor, then the dyadic scattering amplitudes and tumble-
above the forest floor a trunk-dominated re- average them over the angular distributions
gion, and above the trunk-dominated region of the scatterers in the canopy. On the basis
a canopy consisting of branches and leaves, of these models; we were able to incorporate
It was our immediate objective to model this most of these forest parameters. For exam-
random medium by using discrete scatterer ple, with the tree trunks, certainly the key pa-
theory - the Foldy-Lax multiple scattering rameter, as Paul Sass mentioned previously,
theory. You can find a description of it in is the tree trunk number density, (the num-
Ishimaru's two-volume text (Academic Press, ber of scatterers per hectare of forest floor per
1978). It allows us to account for polarization acre), but also important is the tree trunk di-
effects as well as multiple scattering. Our ameter probability density function and also
model is, essentially, the Foldy-Lax theory. the effective height of the trunks to where the
The way it works is, you assume that the canopy begins. And you can imagine how
medium consists of a very large number of many other parameters might bear on this
discrete scatterers, and each of these scatter- problem - the forest homogeneity (tree trunk
ers is characterized in terms of its so-called T- number density varying from place to place),
matrix, or, equivalently, in terms of its dyadic the reflection coefficient of the forest floor, the
scattering amplitude. The dyadic scatter- tree water content, the dielectric constant of
ing amplitudes are, in some sense, similar to green wood. All these parameters, and per-
the dyadic Green's function that Bill men- haps others, might enter into our characteri-
tioned earlier. The forest components (tree zation of the forest channel.
trunks, branches, and leaves) are represented
by so-called canonical scatterers. Specifi- Based on the Foldy-Lax theory, we were
cally, trunks were modelled as dielectric cylin- able to characterize the scattered field. It
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turns out that if the scatterers are small, in semble average; the fluctuation about the en-
terms ,.f a wave length, they scatter isotrop- semble average is what constitutes the inco-
ically. And when they scatter isotropically, herent channel component. So there's a ques-
the Foldy-Lax theory allows you to get an ex- tion of semantics here which is fundamental
act solution for the mean scattered field and to understanding the characterization of this
also an equation for its correlation function, channel. And it's especially so in this case
For the space-frequency correlation function, because the forest, for all intents and pur-
you can get a correlation equation for which poses, is time-invariant. At least over this
you can get an exact solution when the tree frequency band where the frequencies range
trunk diameters are small in comparison to from, let's say, 200 -MHz to 2000 MHZ, and
the wavelength. When you go to larger tree the wavelengths range from roughly 1 meter
trunk diameters, the Foldy-Lax theory be- to 10 cms. In order to effect any substan-
comes very involved - computationally te- tial forest movement, you have to move one
dious - and then you have to go to something of the scatterers an appreciable portion of the
like transport theory, in which case you don't wavelength. Since the tree trunks tend to re-
get exact solutions. You get big numerical main fairly well fixed (planted if you'll excuse
solutions. We used a hybrid technique. We the pun), there's very little time fluctuation
used the Foldy-Lax for the smaller tree trunk and phase incoherence. In other words, once
diameters, and then we used transport theory you transmit a signal, because the channel
for the larger ones. Using an approximate is time-invariant, the received phase of that
technique, we also extended the thin-trunk signal does not vary with time.
Foldy-Lax model to the thick trunk case. I When you have a large number of randomly
can't go .nto exactly how we did that here, positioned scatterers, it turns out that the
but I'll be glad to discuss it afterward. average field drops rapidly to zero, except

On this basis, we developed the following at very low frequencies. In the VHF band,

model for the forest [SLIDE 2]. We also as- for example, the coherent channel model is

sumed that the key radio parameters were the the dominant one and gives rise to the lat-
frequency, of course, the transmitter power, eral wave investigated by Tamir. But at the

frqeny higher frequenis tsteichrn hne
the modulation type, the bandwidth, and the ige encies, it's the incoherent channelnoise figure. Ultimately we were hoping to model which is the most important one, and

nois fiure Ultmatly e wee hpin tothat's the only one that I'm going to discuss
get some measure of signal-to-noise ratio and thao
also some measure of performance in a fre- today.
quency dispersive channel. The forest chan- The model equations themselves are hor-

nel itself was divided into two parts. One was rendously complex as you might expect, deal-

called the coherent channel model and the ing with complex quantities, dyadic scatter-

other one the incoherent channel model. This ers, random media, and all the other things

is a common dichotomy, but an unfortunate that go up to make the forest channel. Never-

choice in terminology especially for commu- theless, it is possible to get engineering mod-

nications people because communicators like els [SLIDE 3] that people can actually use in

to measure coherence on the basis of phase practical situations and that's what I'd like
stability. For electromagneticists, their idea to show you in the next few viewgraphs.

of the coherent component is really the en- SLIDE 4 presents the output menu of the
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computer program. It comes up on the screen quantities depend on the size of the scatterers
when you push RUN. What I'm going to show and also on the frequency.
you is how you run the model, enter the in-
put parameters, and obtain the outputs. Af- Certainly the most important forest pa-
terward I'll get into the nitty-gritty of how rameter is the tree trunk number density (the
we actually try to measure some of these de- number of trees per acre), but second is the
lay spread functions. The first thing that tree trunk diameter probability distribution
the model asks you is "What do you want [SLIDE 5]. Now in practical terms, you can't
in terms of an output?" We provide three expect soldiers to go out through the forest
different options: one is specific attenuation, and measure tree trunk diameter distribu-

the second one is albedo and cross-sections, tions each time they want to set up a tac-
and the third one is delay spread. From the tical radio system. That doesn't make much
communications point of view it's the total practical sense. And if we had to come up
transmission loss which is of primary interest, with the tree trunk diameter distributions fortrasmisio los wichis f pimay iterstforests throughout the world, again the model
but in most practical cases the forest is non-
homogeneous and since the specific attenua- would be virtually unusable. It turns out that
tion is directly proportional to the number of the foresters have found out that there are
trees per acre, you really have to integrate essentially two generic classes of tree trunk
the specific attenuation over the path profile diameter distributions. One is the so-called
of the trunk number density in order to come even-aged forest. An even-aged forest is one
up with the estimate of the transmission loss where perhaps through natural calamity, all
on a non-homogeneous forest. So the most the trees have been burned off - like Yellow-
fundamental quantity in terms of transmis- stone, two years ago - or like in a clear cut-
sion loss really turns out to be the specific ting case where the foresters go in and harvest
attenuation and that's usually measured in the whole area of trees. The forest is com-
terms of dB per meter. The other output pletely wiped out, seedlings sprout up and
option that's of major interest to communi- after ten years or so you have an even-aged
cators is delay spread. We want to know how forest. But all trees don't grow to the same
the signal spreads in time - what its disper- size - not all grow as rapidly - and there is
sive characteristics are - because we want to a distribution of tree trunk diameters; this
know such things as intersymbol interference diameter-distribution tends to be normal. Al-
and what we can expect from intersymbol in- ternatively in a natural forest - one that has
terference in terms of performance (bit-error matured and is continuing to renew itself -
rates). The second output option (albedo and the diameter distribution turns out to be ex-
cross-section) is more of a intermediate out- ponential. Foresters often call it the "inverse-
put. It helps the user to interpret some of the J" distribution, but it is the same as the ex-
results of the options 1 and 3. The albedo, ponential distribution. These diameter dis-
just to refresh your memories, is the ratio tributions constitute the so-called canonicalof the scattering cross-section of a targeto forests that the model is based on. You spec-the total cross section. This output option ify whether it is even-aged or uneven-aged in
plots that ratio, the albedo, and also the cross order to use one of those models. Alterna-
sections of the scatterers themselves. These tively you can enter the specific tree trunk

diameter distributions you want.
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Which one of these do you want to plot?

I- Specific Attenuation 2- Albodo/Crose-section
3- Delay Spread 4- None of the above

Type I to 4. then (ENTER)

SLIDE 4

Enter Forest Type:

1-Even-aged 2-Uneven-aged 3-Measurod 4-South Perry S-Coventry
Trees i- the---2- inch ----------bin--------*--0-
Trees in the 2 - 2 inch bin - 0
Trees in the 2 - 6 inch bin - 76
Trees in the 6 - 6 inch bin - 76
Trees in the 6 - 0 inch bin - 77
Trees In the 10 - 10 inch bin 7
Trees in the 12 - 14 Inch bin 675
Trees in the 12 - 16 inch bin S23
Trees in the 14 - 16 inch bin 372
Trees In the 1f - 10 inch bin 251
Trees in the 20 - 22 inch bin 11
Trees in the 22 - 24 inch bin 11

Total number of trees * 469

Are these data correct (Y or N)?

Enter trunk diameter truncation limits

Truncation limits are 0 - 24 inches

Do you want to plot the Histogram of Trunk Dismeters?-- CT or N)

Enter Trunk Density (stems/hal Doefault-lO00J

Enter Path Length (m) (Default-3051

SLIDE 5
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With that information, knowing the pa- first of all, the ratio of the two attenuations is
rameters of the forest, you are able to start approximately equal to the albedo - about .6
getting some of the output (SLIDE 6] (I want - or it's inverse, three-halves or 1.5. And the
to pass over the intermediate calculations second thing we can notice from these curves
quickly). I call your attention, in the first is that as the frequency increases, the polar-
case, to the upper curve, that plots the aver- ization dependence of the channel model es-
age albedo per tree trunk, based on the tree- sentially disappears. This is consistent with
trunk diameter probability distribution. You theory which predicts that as objects become
get different albedos depending on polariza- much larger in terms of a wavelength, they
tion - you can see roughly that it is about 0.6. tend to lose their polarization dependence.
That's a key parameter to keep in mind when So what you would do is, if you want to find
I show you the next slide. The total cross sec- out the transmission loss on a particular path
tion is shown lower down in the viewgraph. through the forest, you'd run the model, come

Perhaps the most important parameter in up with the specific attenuation appropriate

any radio communication system is transmis- to that particular tree trunk number density

sion loss. If you don't have enough signal and diameter distribution,and then multiply

you're not going to get any reliable commu- it by the path length in that portion of the

nications whether you have delay spread or forest. Obviously, it's a numerical form of

not. This plot [SLIDE 7] shows the vari- WKB integration.

ation of the specific attenuation in dB per The second thing that the model allows you
meter as a function of frequency and corre- to do is to compute the delay spread. The de-
sponds to the South Perry tract where we lay spread is nominally a function of distance
made the measurements. It's normalized to - how far you propagate through the forest -
1000 trunks per hectare (a hectare is a 100 but it turns out that in an unbounded ran-
meters on each side), the average diameter dom medium - which is what we have here
is 24.5 cms (they were rather husky trees), (we assume that the tree trunks extend an
and the standard deviation and other param- infinite distance laterally) - the delay spread
eters of the distribution, are identified in the reaches some asymptote and levels off with
figure. The upper curve represents the atten- no increase. That's what this curve shows
uation of the so-called coherent component [SLIDE 8]. These are the asymptotic limits.
while the bottom curve represents the atten- It shows that the delay spread for vertically

uation of the incoherent component. It's the polarized waves is significantly higher than it
incoherent component which dominates - it is for horizontally polarized waves. You'll no-
has less specific attenuation than the coherent tice that there are occasional minima, for ex-
does. You can see at the highest frequencies ample, near 450 MHz. They can be correlated
for example, the coherent specific attenuation with creeping waves propagating around the
is somewhat greater than 0.20 dB per meter circumference of the trees. If, for example,
where the incoherent components it is proba- you find out what the circumference of the
bly 0.15 By the time you integrate over a 100 tree is and compare it with the wavelength,
meter path, the coherent component becomes you'll find out that they correspond to res-
negligible. onances of creeping waves around the tree

One thing that you may notice from this is trunks. In practice, how important they are,
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I don't know because the tree trunks are not measurement in the forest, this may be what
perfectly smooth - there's bark and rough- the model predicts is the delay spread func-
ness there - whereas we modeled the trees as tion [SLIDE 9). When you actually go out in
perfectly smooth, finitely conducting dielec- the woods to make the measurements, what
tric cylinders. you get looks something like this, a very

These then would be the parameters that ragged version [SLIDE 10]. Essentially what
an engineer might estimate from this partic- this raggedness reflects is the absence of en-
ular forest channel model: total specific at- semble averaging. In the model we've devel-
tenuation of the transmission loss, and de- oped here, we have done ensemble averaging.
lay spread to get the dispersion of the forest. We have taken forests of known parameters
Doppler does not arise because as I said, the - for example, a tree trunk number density
trees, the leaves, etc. do not move appreci- of 1000 trees per hectare with a prescribed
bly in terms of a wavelength, and as long as diameter distribution - and have considered
the terminals are fixed, it means essentially these trees randomly positioned on the forest
that the forest is time-invariant - random but floor; then we have taken essentially the same
time-invariant. scatterers but reconfigured them on the for-

If you want to see what a theoretical delay est floor, and repeated the theoretical model-
spread function looks like, it's plotted here ing. We did it again and again, and took an

[SLIDE 9]. I don't remember exactly what ensemble average. By so doing, we got the
the forest parameters were. This is just a smooth delay spread function you saw in the

generic plot of it. It's essentially exponential previous figure. But when you go out in the

but not quite. It actually has a little bit more forest to make a measurement, what you see

energy around the origin than an exponential is what you get. You've got the trunks that
function might have. But for all intents and are situated there. You go out and make your
purposes, it looks like this. measurement and you get the delay spread

Now the purpose of the measurement pro- function that is appropriate to that configu-
gram inadition tof wthe Paulassr n sad ration - a sample from the total ensemble ofgram, in addition to what Paul Sass said, all forests having the same parameters. It is

was, from our perspective, not only to ac- ntasml aeo aig Owlwa

quire measured data of delay spread and path not a simple case of saying, "OK, well, what

attenuation, but to validate the model itself. I'll do to smooth this is, I'll simply move my
You impy cnnotaffrd o rn 3 illon ol-antennas a little bit, or I'll go to another for-You simply cannot afford to run 3 million dol-

lar programs every time you want to find out est." When you go out and look at a forest,
what the specific attenuation or delay spread you may swear that forest is homogeneous

is in a forest of interest. If you want to extrap- spatially, but 'm telling you that it's not.

olate your measured data, you need a reason- God has made them all inhomogeneous. So
table model; if you want to be confident thatweable model; if ygo wantmoe onven tha do the two things that we'd like to do - es-

your model is a good model, you have to com- t

pare it with the measured data. And so that's mate specific attenuation and delay spread
- as we look at these two figures - the mea-

what I'd like to address next and, as I do, I'm se oe a the tore o t of
going to get into just one small problem that srdoe n h hoeia nFrto

rosin thge intojsts onefm that all, from the practical point of view of com-
arose in the analysis of that data. munications performance, we would like to

Before you go out to make a delay-spread
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be able to say that the delay spread has some tively they look pretty similar. But in order
measure of width, whether it be 3 dB width, to get a quantitative measure, we had to get
or l/e or 10 dB down - whatever we elect into the nitty gritty of actually assigning a
to use. Is the measre of delay spread the measure of delay spread. The first approach
same for both the theoretical model and the that was taken was simply to use, as a mea-
measurement, or at least within reasonable sure of delay spread, the second central mo-
agreement? And the second thing we would ment. It's a reasonable measure, it's conve-
like to do - more or less from the point of view nient, its unambiguous, and you can compute
of confirming the validity of the model - is to it fast. The second central moment is also
determine if, in fact, this sample function is known as the standard deviation and should
some sort of exponential. The model predicts provide a good first estimate of the spread.
essentially exponential dependence. Is this a But when we made those measurements and
sample function of a randomized sample of put these data into the computer to make
an exponential? Thus, there are two areas of the calculations, the values that we got for
interest here. the second central moment turned out to be

nearly an order of magnitude larger than one
Well, the first thing we did, to give us would suspect just from looking at the figure.

a little bit of confidence, was ask, "OK, if We would look at the figure and say, "Well,
this is what a model predicts on an ensem- delay spread looks like about 100 nanosec-
ble average basis and if we can assume that onds", and then would end up computing 700
at any given differential delay (we're plotting nanoseconds. So when the data was plotted
here received power as a function of differ- and correlated against different things like
ential delay), foi example let's say this one path length and frequency, the data points
right here, that the composite or ensemble spread all over and looked inconsistent. So
average signal is actually arising from a large the questions were: what was causing that
number of scatterers, it seems reasonable to inconsistency, and what could we do about
a first approximation to assume that we es- it?
sentially have the sum of a large number of
vectors of random phase, and as we're plot- That's what I'd like to take as my next
ting here the power, that would tend to be an topic - as long as Bill's not going to cut me
exponentially distributed random variable." off. Is that all right? ... [LAUGHTER]. Then
The voltage would be Rayleigh distributed, let me be brief, and those that are interested
but the power would be exponentially dis- in this problem, can see me afterwards.
tributed. We then took this theoretical en- Let me first of all describe what I had
semble average model [SLIDE 9] and we su- thought originally as the way I was going
perimposed on it the Rayleigh fading, or if to fit this data. First of all I thought, "Let
you will, the power exponential fading, and me test and see if it's an exponential." But
we got a function that looks like this (SLIDE just how would I test an exponential olt this?
11'. If you compare the measured result The next thought was, "Well, I can simply
which is the bottom one, and the model result fit some exponential curve that went through
which is the top one, they look reasonably here using a least squares measure." But it
good at least qualitatively. It's not a quanti- turns out you really cannot do that because
tative measure of goodness-of-fit but qualita- a least-squares measure does not provide an

210



Q) u

E Iu

_ L
CD

CLI
-4E

43 LO rU
+j -n

ia.

CLV

LF--
06 E 2>Lk

fo 0 V

CD CU q- O

apfl-..1dwij P@ZL1RWJON

211



P.6 (T-T.)

-T T

Figure 4-39: PTVIR with outlier

SLIDE 12

212



Delay Spread Expansion Factor

o

C D ,ru

I C

o -

a' CDW

-3 -

(-A
0

p.'

Co ,___

213



m 3 (signal)..- m 3 (noise).I ".

I ~ sprI 6 ..)."

'"N8. 01

I 2 0.6

I 0 .

CD

I'

0 1 2 3 4 5 6 7 8 9 10

Upper-Li mit/Time-Constant

Figure 4-41: PTVIR Summation-Limit Sensitivity Curves

I SLIDE 14

I

% 2,4

Uo



Delay Spread Error M%

-l Ir n M N n

oo LOn

0~

00

00 +.

0 *

0 *+0

0 C+C

-~ 0 or

W (D H

215



k-Flg-Fig-O
J-K-1, No..4095, CtmlO

Fig-g-1-

S-SPY "Nois )>etPpd

S-KN

Y

Delay CacBe"

Y

Figur 4-4: PTIR DlaySra loi

-"sLIDtE 16un

P T k )216



unbiased estimate - it turns out that Rayleigh heuristic algorithm that calculated the sec-
fading tends to fade down more often than it ond central moment [SLIDE 16]. And al-
fades up. It gives a bias and when I tried to though the algorithm itself has no known sta-
employ that technique it did not work very tistical basis, it seems to lead to results which
well. Furthermore, I had to determine where are consistent with the measurements. And
the data began. that is all that one can expect from from any

model. Thank you.
There were a lot of problems in trying to

use the least-squares technique. So we be- LINDSEY: Thank you Al. You know it's
gan to look at what was causing the difficul- frustrating to prepare all of these viewgraphs
ties. Why were the calculated delay spreads and then not have enough time to go through
so much larger than what appeared to be the them. I have to compliment the speakers on
correct answers? One of the things we looked their diligent efforts and willingness to talk
at was what is the effect of an outlier on a no longer than 20 minutes but I would like
delay spread calculation. This curve [SLIDE to spend a few minutes that we have to open
12] represents the smooth exponential curve it up for some discussions. If there are any
that might describe the general shape of a questions and comments regarding any of the
measured delay spread function. That little talks, I'd be happy to hear them. Is there a
line out there represents some outlier that question from the back? [CUTOFF ...] It's
arises as a consequence of Rayleigh (expo- fading ... we can hear you OK but maybe it's
nential) upward power fading at a great de- not being recorded. ... Do you want to use
lay. The second central moment depends on my mike?
the square of the moment arm. As a conse- JOHN TREICHLER: Now I've got to
quence, even this isolated outlier can, if suffi- remember my question. A couple of things.
ciently distant with sufficient power, lead to One is, just for people in the audience who
all sorts of problems in overestimating the may in fact consider paying for experiments
delay spread [SLIDE 13]. There were other like Paul was talking about, my experience is
problems as well [SLIDES 14 and 15]. For the amount of time and energy taken to re-
example, when you make a measurement of duce the data is typically is 2, 3, 4, 5, some-
the delay spread function you're not mena- times 10 times more than it was to actually
suring only the exponential-like curve repre- run the experiment and the experiment al-
sentative of the scattered signal. In addi- ways costs 90% of the money and you end
tion, you have background noise - far out up with this tremendous pile of data and no
here where there's virtually no signal - con- time even to document it much less to re-
tributed not by the medium but rather ther- duce it. Another point though is, when you
mal noise and interference contributed by the consider ... that is, when you actually get
receiver. So when you calculate the second into designing the piece of equipment, you
central moment, you're not calculating the spend as much time with very high priced
second central moment of the delay function, people arguing about what the data would
but rather the second central moment of the have been had you been able to collect it,
delay spread function plus the noise. Because than you would going out to collect it in the
of that we decided to clip off the noise values first place. [LAUGHTER] Having been in-
and clip off the outliers and came up with a volved in a number of conversations over the
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last 15 years, I heartily applaud efforts to go BELLO: I assume you took this data be-
out and get the data to make it available, cause there are some tactical communica-

The one point I did want to make of a tech- tion links for example. But they wouldn't
nical nature is that I'm really amazed that all be stationary. Now, can you use your
you found no time variability in the last two data to predict Doppler spread due to mo-
... I've been involved in a number of exper- tion because it'll be there in actual links. Did
iments over the last ten, fifteen years look- you take the impulse responses spaced close
ing over microwave data, and say the 6 GHz enough so you could piece them together?
band. We've found it very time-variable. It SASS: That's exactly what we tried to do
depended on time of day, the amount of wind when we designed the system. We had a
that went through the medium. Now, most of Doppler spread spec of 200 Hz, I believe it
this wasn't forest. It was like grassland and was and that was the ... we tried to make
things like that, but it was very time-variable, sure our sampling adhered to. So in fact we
First thing in the morning things were mirror- did a number of experiments where we did
like and very steady, but just as soon as the space TVIR experiments spatially.
winds came up you'd see time-variations of BELLO: What about Doppler?
time scales in the order of fractions of a sec- SCHNEIDER: The forest channel model
ond and see Doppler spreads on the order doesn't presently incorporate the Doppler,
of 10 Hz in almost no time. Now when we although we have extended the model, at
were first doing this work we went to a fellow least heuristically, to look at radar returns
named Yudlebee out in the mid-West who from moving aircraft scanning over the top
was doing back-scatter and forward-scatter of canopy. However, it is fairly straightfor-
and asked him why his data showed none of ward to put the Doppler shift into the multi-
that time variation. He said "Ah! It wasn't ple scattering model.
necessary in our experiments, we just aver- BELLO: But you haven't actually used
aged it out." So you have to be a little care- your data to predict Doppler spread due to
ful when you look at the data because in fact motion? Not yet?
it was there and they confirmed it but it was SCHNEIDER: I guess I have to caveat
unimportant to figuring out how good soy- that. When the delay spread functions were
beans were and so they didn't care. measured, in some cases they were repeated

SASS: Most of them were in the trunks in every four seconds, as Paul Sass said. These
the UHF frequency band and in that regime repeated measurements were then analyzed
you don't expect the wind to be blowing the in a time series to determine the variation
trunks as Al pointed out. I did point out that with time of the power in any of the delay
in the trees in Connecticut we would have bins. We found that - for nearly all of the
expected some in the leaves, I'm not sure why data over the measurement intervals - which
it's not there. may extend over 15 or 20 minute intervals

TREICHLER: In your results I'm just - based on stationary transmitters and re-
saying it's sort of surprising that given a fac- ceivers, there was no noticeable Doppler at
tor of only 3 variance in frequency we saw a all even though there may have been some
fairly significant effect. slight wind up on top of the trees.

LINDSEY: Oh yes, Phil.. BELLO: I wasn't talking about that. I
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was saying that in actual practice with one ing the effect on propagation, do you think

terminal moving, you will produce a Doppler you could have done anything with computer

spread. Have you ever used your fixed ir- simulation better than measurement, i.e. if

pulse response to reconstruct a time-variant you started today?

impulse response due to motion? Have corn- SASS: In the forest channel we didn't have
plex impulse responses been recorded? the model to do the simulation. You mean ....

SCHNEIDER: No. PEILE: Supposing you started today and
BELLO: You haven't done that? instead of a complete scientific characteriza-

SASS: We have not, no. tion, if you started out with the question,

LINDSEY: Presumably you'd have to which parameters are the dominant ones,

move the transmitter relative to the receiver clearly a first-order as opposed to second-
to get any Doppler spread measurement, order, my question is, could you have done

would you not? Unless .... anything but field measurements if you were

SASS: They've taken them spatially at starting today with today's technology of

different positions. computer simulation ability?

LINDSEY: Oh, different positions. SCHNEIDER: I think the problem is so

SASS: That v'-s the experiment we per- multi-dimensional. There are some parame-
formed. We spatially ... that time-varying ters that we anticipated ahead of time, but
impulse response would be there if you were we don't even have to talk about hind sight

moving, because they htd been already correctly an-

BELLO: In other words by taking impulse ticipated. For example, the number of trees

response measurements one foot apart you per acre, the tree trunk diameters, etc. As

didn't find a complete, drastic change in ir- far as simulation is concerned, I don't know

pulse response? whether you are talking about perhaps simu-

SCHNEIDER: They have not yet been lating a forest with trees at certain positions

analyzed, Phil. and calculating the scattering from the trees

BELLO: Because I've noticed in many of and then adding them up on a Monte-Carlo

these you don't have to move much before basis.

you get a gross change - the impulse response PEILE: That's what I had in mind.

looks entirely different. You'd have to space SCHNEIDER: You really shouldn't say

your measurements very slightly apart in or- that because what you're saying is that the

der to see this effect. volumes of scattering theory that the electro-

SCHNEIDER: We have made some pre- magnetics people have put together is better
liminary calculations on the spacing, but that simulated. When you have random scatter-
data has not yet been analyzed. ers, hundreds and thousands literally of them,

LINDSEY: Thank you. Any other corn- you really need to use sophisticated model-
ments? Yes, sir. That's Bob Peile. Could ing techniques that are based on theoretical
you give him a microphone. principles, rather than brute force techniques

ROBERT PEILE: With the benefit of based upon Monte-Carlo approaches. Also,
hindsight and with today's technology, if you there are certain parameters that simply can-
would set out with the object of finding which not be anticipated. For example, when we

parameter is the dominant one in determin- started, we didn't know whether rain might
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have an effect on the attenuation through the ulation or the actual measurements.
canopy. We thought, "Well, when it rains, SCHNEIDER: I'm talking about the ac-
maybe we ought to see something." How tual measurements.
would we have modeled that? For example, STEIN: OK. Your much earlier conclu-
maybe we could have added a dielectric layer sion about invalidating the up, over and down
of rain water about the leaf or put a dielectric model, I thought that that model applied to
shell around the tree trunks or something like how you propagate over longer ranges in the
that. But as it turned out, there was no ef- jungle, not the short ranges.
fect that was observed at all in that case. So SCHNEIDER: Well, the up-over-and-
I don't think in that situation we could have down model is a consequence of the coher-
done it a priori. In that case, I think the ent component. It arises as a consequence of
measurement would have been the only way being able to replace the random scatterers
because of the complexity of the problem. within the forest by some equivalent or effec-

PEILE: So from that point of view, it was tive dielectric slab and then looking for the
all worthwhile. critical angle of internal reflection. That's

SCHNEIDER: Oh, yes, absolutely. the angle at which the lateral wave propa-
SEYMOUR STEIN: I have a question. gates over the tree tops. As you move up
LINDSEY: O.K. Seymour Stein has a in frequency over 200 MHz, the size of the

question. Seymour .... scatterers and the separation between them
STEIN: If you can catch your attenuation become such that the coherence needed to

stuff, you've plotted it in dB per meter or launch a surface wave on a interface of two
dB per kilometer. That implies exponential disparate dielectric constants is lost. You
attenuation. Is that what you observed with are not able to maintain the phase coherence
range? from the point at which the wave is launched.

SCHNEIDER: dB per meter. That's the theoretical reason why the lateral
STEIN: What kind of ranges did you test wave would probably not ever be observed at

over? frequencies above 300 MHz. In spite of the
SCHNEIDER: We tested over 3 ranges - measurements we took - perhaps we didn't

3 distance measurements. The path loss mea- go out long enough, but we went out as far
surements were made over 3 parallel paths, as we possibly could within a homogeneous
in essentially the same area of the forest in forest - we did not observe any.
order to maximize the homogeneity over the STEIN: What would be your conclusion
paths. The shortest path was about 300 ft, about transmitting from a terminal down on
the other one around 500 ft, and the third the ground to a terminal up in the air some
about 1000 ft. After we measured the power, distance away? Are you saying that there's
we looked at the profile - the tree trunk num- no reasonable way to get from the top down
ber density along the path - and normalized without a horrible attenuation?
that out in order to calculate the specific at- SCHNEIDER: When you say communi-
tenuation. Only three paths were measured cating, do you mean a path between two
and they were differential measurements to antennas at the same height, or disparate
get the specific attenuation. height, one inside and one outside?

STEIN: Are you talking about your sim- STEIN: One inside and one outside.
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SCHNEIDER: No, I don't think there's be a gap.
any low-loss mechanism that's going to be BELLO: Yes, I went through the thing too
helpful here. It's just simply going to be spe- quickly but each propagation mode would be
cific attenuation at that angle through the modeled by a tapped delay line which would
forest. It will depend on angle. have hundreds of tap. The modes would be

STEIN: At these frequencies? separated by delays of the order of millisec-
SCHNEIDER: Yes, at these frequencies, onds.

Seymour. SCHNEIDER: The second question I
LINDSEY: Any further comments or had - you mentioned that one of the diffi-

questions? Yes, Sir. culties especially with an HF channel is the

SCHNEIDER: I had two questions for fact that the external noise tends to be non-
Phil. When you spoke about the tapped de- gaussian.
lay line representation for the HF channel BELLO: Non-stationary, and
model, you mentioned that the spacing of the non-Gaussian too.
taps had to be essentially the reciprocal of SCHNEIDER: I would suspect that be-
the bandwidth and, because of the total de- cause it's non-gaussian, that would be an ad-
lay spread of the channel, that it would take vantage to the communicator as opposed to
perhaps thousands of taps to represent that a disadvantage.
channel. The question I have is, when you've BELLO: Well, just think of what happens
looked at all these alternative channel models if you measure the noise power over short in-
in your '63 paper that were effectively equiva- tervals of times, it fluctuates substantially.
lent representations - tapped delay line mod- So, suppose you're trying to acquire a re-
els and different transfer functions, power se- ceived spread-spectrum signal, you have to
ries, expansions and so forth - are you led set your thresholds higher to fix your false-
to believe that perhaps for the HF channels alarm rates. It's clearly a loss to have this
where only a few of the taps are likely to be non-stationary fluctuation.
active in the vicinity of the modes, that per- SCHNEIDER: I wasn't emphasizing
haps a different representation might afford non-stationarity. I was talking about the non-
a more tractable channel model representa- gaussian aspect of it.
tion? BELLO: Well, I wasn't talking about

BELLO: Well, it turns out that not just non-Gaussian, I was talking about non-
the few number are active. The individual stationarity.
propagation modes due to dispersion for ex- SCHNEIDER: Do you think the fact
ample, even on an undisturbed channel at that it is non-gaussian is an advantage?
short ranges can be several hundred microsec- BELLO: I haven't thought about the
onds. But it's not small. Gaussian or non-Gaussian character. In

SCHNEIDER: Well, the differential de- many cases you're averaging so long that the
lay - let's say between a 1-hop or a 2-hop short term statistics are nearly Gaussian. It's
path or between a high-angle ray or a low- just that the power varies rapidly over short
angle ray - can typically be on the order of intervals of time.
milliseconds - that differential delay. So in LINDSEY: I guess my comment with re-
each mode you may have a few but there may gard to non-Gaussian statistics, I think it
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does help the communicator. That's an opin- was indicating that the scattering function
ion that I feel intuitively and I think one could can be generalized. You can have a scatter-
quantify that if used properly. ing function in delay, Doppler and direction

SCHNEIDER: I agree with you. cosine, or angle. And really that's what Bill

LINDSEY: On the other hand you open was talking about.

up the issue of theorists who like to deal with LINDSEY: I think it's exactly what my
complex Gaussian envelopes you know. And model was saying that you have to take into
what are you going to do if you don't have account the direction, not only just one di-
that and that's the issue. I think the sta- rection that energy is coming at you but you
tistical model which I talked about certainly need to take into account direction that en-
indicated that statistics aren't Gaussian, and ergy is coming from the other two. Namely,
even in some of the measurements that Phil we've probably looked at two dimensions,
showed. Rayleigh is not the correct model. namely delay, although to me that's the di-
But it fits in some areas and it's a good ana- rection of propagation of foresight of one an-
lytically tractable approach to playing games tenna to another, and then if you have to
to get numbers to design a modem, or what- worry about the other two coordinate axes
ever. We may be finished in fact .... Oh, no, which you should I think, then you'll begin
we have another comment. to see other things that may or may not be

STEVE STEARNS: This is Steve important. It may not be, but I think it is.

Stearns. I have a question for Phil Bello, a The ionosphere, I believe radio physicists
different aspect of HF propagation. The scat- are still playing with what to do with that
tering function formulation is useful for chan- problem but I think we are beginning to learn
nel models where you have a single input and quite a bit of it. And the effectF of the lay-
a single output, but another application, ra- ers can be handled in a transport theoretical
dio direction where you are using an array formulation which is the direction that I had
of antennas and you're interested in spatial taken to worry about multiple reflections be-
diversity as opposed to mode diversity at a tween the various boundaries associated with
single receiving antenna, are there any appro- the ionosphere.
priate extensions to the model that you can BELLO: Let me point out that the prop-
use for this case? Let me add a reason why agation physicists use something called a
Im asking this question. The ionosphere is mutual coherence function and talk about
not modeled by a spherical layer at uniform basically the correlation of the fields sepa-
height that is centered on the axis or center of rated in space and time for different trans-
the earth. Rather it has tilts in it and conse- mitted frequencies. The three-dimensional
quently the angle of arrival that's measured Fourier transform of this correlation func-
does not correspond at all to the great cir- tion yields the three-dimensional scattering
cle direction, or line varying to a source, and function. The work by Nikish I mentioned
moreover it fluctuates with time. I'm asking in my viewgraphs (in fact there will be a
this question with regard to radio direction sheet of references on that), derives this
finding systems at HF. three-dimensional spatial- time-frequency cor-

BELLO: I didn't have time to go into the relation functions. There are other references
full scale modeling, but I think Bill Lindsey in it, too.
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LINDSEY: The Soviets are playing with STEIN: Well your pictures showed what
that concept too. Soroski, and take-offs on looked like discrete scatterers.
Kolmorogof's work, and so on. Seymour is SCHNEIDER: No, that's because that's
looking like he'd like to get involved in some- the chip resolution. But there was no co-
thing here. herence or correlation between adjacent lines

STEIN: With respect to direction finding ever. You couldn't identify any discrete scat-
you'd find that going back to this literature, terers.
there's a lot of work on angular ... and we STEIN: Now let's not talk about discrete
are not talking about mutual coherent func- scatterers, but discrete delays however they
tion. We are talking about multiple modes are coming about. Did it keep breaking up
which are quite discrete. And it's really the as we went to final resolution? If you did
angular red that's the problem and nobody the same impulse response with two different
knows where the modes are coming from in resolutions, very close together in time, did
any way that will enable you to do any the- you find breakup, or did you find ....
oretical predictions. That's the problem. I SCHNEIDER: You mean a randomness
have one final question that I'd like to take associated with the delays on adjacent bins?
back to the measurement problem. Yes, they were always completely random-

LINDSEY: O.K. Seymour .... ized.
STEIN: On of the practical issues when STEIN: Interesting. Thank you.

you get to very wide-band direct sequence is BELLO: I had one more thing to add to
the question of what you have to do to build what Seymour said. My comments apply to
a ray combiner. Now how many taps do you the disturbed channel. You get to the dis-
need. Can you build a spark combiner. Were turbed channel, that's where the scattering
any of the measurements done, (you had mul- function means something. The undisturbed
tiple resolution) so that you had what amount is what Seymour was talking about.
to simultaneous data on the same instanta- LINDSEY: O.K. with that I'd like to con-
neous response with different resolutions to clude this session. On behalf of the Commu-
tell whether they looked like discrete paths, nication Sciences Institute I'd like to thank
or whether the paths kept breaking up if you the speakers Paul Sass, Al Schneider, Phil
went to finer and finer resolutions? Bello, and Ken Wilson for taking time out of

SASS: We did some measurements like their regular busy schedule to prepare view-
that but again they were in the forested chan- graphs and present the materials, and come
nel. The system right now is being used by here and share with us the knowledge that
the Department of Commerce to make some they've gained. On the other hand it was
measurements in the Denver area. So I think my pleasure to be involved with this session
that's the environment you'd want that data and thank the participants in the audience in
in, in an urban environment, dealing with this session. Finally I'd like to

STEIN: What about interpretations for hand it over to our leader, Bob Scholtz, and
the forest channels? see if he has any direction to pass out.

SCHNEIDER: To the resolution of the SCHOLTZ: I don't think I really have any
equil.nent, we never noticed any discrete comments except you can see there are some
scatterers. interesting discussions that will always de-
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velop at the end of sessions. So the remaining
panelists, I've been noticing the talks creep.
You know, the first one is 20 minutes, the
next 25, the next 30. It happens every ses-
sion and in the next session everyone adds
another 5 on. So what I'd like to do is try to
cut down the presentations. The discussions
will come and you'll get to say everything you
wanted to say but it will be a slightly different
environment of give and take. So let's work
on that for the next two sessions. Thank you
very much. Cocktails and entertainment are
waiting, hors d'oeuvres and all sorts of things,
so let's get going.
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U.S. ARMY COMMUNICATIONS-ELECTRONICS COMMAND
WIDEBAND PROPAGATION MEASUREMENT SYSTEM

(Designed and Built By SRI International)

CECOM Project Leader:
Kevin Lackey (201) 544-5680

SRI Project Leader:
Boyd Fair (415) 859-3138

SYSTEM CAPABILITIES FACT SHEET
Overview

The Wideband Propagation Measurement The received signal is cross correlated with
System (WPMS) is specially designed and built a time-delayed replica of the transmitted
to measure the very wide-bandwidth radio waveform which generates an amplitude-vs-
propagation characteristics of communications time waveform called a time-varying impulse re-
channels that interest the U.S. Army and other sponse (TVIR) of the communications channel.
U.S. government agencies. These channels The TVIR is a representation of the response
primarily consist of, but are not limited to, of the communications channel to an impulse
forested and urban environments. The goal of input signal, perturbed by any scattering, mul-
the WPMS program is to develop and verify a tipath, or absorption mechanisms.
communications-propagation model for Although the WPMS is an asynchronous
spread-spectrum signals that are propagated system, the TVIR data also provides a relative
through these channels. time-of-arrival measurement of the multiple

The WPMS consists of two mobile vans, signal paths (multipath) generated within the
one containing the transmitter subsystem and channel. The TVIR data are calibrated in ab-
one containing the receiver and data-acquisi, solute received power.
tion subsystem. The WPMS is designed to The resulting digitized spread-spectrum
transmit and receive two simultaneous spread- data can then be processed to measure several
spectrum signals that can be centered at any facets of the received signal: the level (useful
frequency between 200 MHz and 2000 M . for computing path loss), Doppler shift, delay
These spread-spectrum signals are generated spread (a measure of the amount of existing
by modulating the rf carrier with a pseudo- multipath, which is useful in computing the
random noise (PN) code which is then radiated
and received by the receiver system.
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maximum data rate for a communications to automatically control the setup of the trans-
channel), and the power spectrum of the trans- mitter and receiver hardware and to gather the
mitted signal at the receiver. These measure- data and record it onto magnetic tape. The
ments can be made at any antenna height, raw data is then processed off-line to provide
from man-pack level up to 65 feet with either a set of calibrated summary data that can be
directional (vertical, horizontal, or circular po- further analyzed by scientists and engineers in-
larization) or omni-directional (vertical polari- terested in specific aspects of the spread-spec-
zation) antennas. Mobile operation is also trum radio propagation problem.
possible using roof-top antennas. The specific capabilities of the WPMS are

The WPMS system is semi-automatic. summarized in the following table.
Previously generated experiment files are used

SYSTEM CAPABILITIES

GENERtAL

Carrier frequency range 200 to 2000 MHz
Delay-spread range -1 to 20 us
Delay-spread resolution 2 na
Doppler-spread range .15 to 240 Hz
Doppler-spread resolution <2 Hz
TVIR amplitude resolution 0.1 dB
TVlR multipath amplitude resolution -20 dE min
Measureable path los 155 dB min

ANTENNAS

Omnidirectional Biconical
Directiona Crossed LPAS
Transmitter polarization V. H. RCP
Receiver polarization V. H. RCP, LCP
Azimuth 0 to 3600
Height 5 to 6S ft

TRANSMrERS

Number 2
Frequenc rng

Transmwte No1 200-la 1050 H&
Transmitter No. 2 700 to 2000 MHz

ow outpt 00 W maR
Modulation PN sequence

Bi-phas modulation or CW
Clock race 50. 125. or 250 MHz
Instantaneous null-to-null bandwidth 100, 250. or 500 MHz
PN code length (chips) 255, 511. 1023, or 2047
Control Locai or receiver computer

RECEIVER

Number 2
Frequency range (each channel) 200 to 2000 WU
Sensitivity (23 dB SNR in 50 klz BW) -95 dm
Modulation PN sequence

Bi-phase modulation or CW
Clock rat 50, 125, or 250 NM]
Instataneous null-so-null bandwidth 100, 250. or 500 MHz
Code length (chips) 255, 511, 1023, or 2047

SLocal computer
a udynamic range 50 dB

S Input signal rang (at van wall) 0 to -95 dlm
A C .(receiver computer controlled) Stopped in I-d0 increments
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I
Introduction

The Department of Defense (DoD) is in- performance of existing communication sys-
terested in increasing the bandwidth of trans- zJns and the design of future ones.
mitted signals for military applications for To determine the effect of this communi-
three principal reasons: cation environment on spread-spectrum sys-

* To reduce vulnerability to jamming tems, three approaches are possible:

* To increase data transmission rates * Evaluate system performance based on
To reduce the probability of intercep- theoretical models of the channel and
tion. the communication system

To achieve these goals, systems that use o Evaluate system performance based on

frequency hopping and direct-sequence (pseu- empirical (statistical) models of the

donoise) spreading are becoming more com- channel (verified by experimental

mon in a variety of military, as well as civilian, measurements on actual channels) and

applications. The military is developing or ex- a theoretical model of the channel

perimenting with systems such as JTIDS, * Evaluate actual systems in the actual
PLRS, SINCGARS, and Packet Radio. Spread environments of interest.
spectrum techniques are also employed by All of these approaches have their use in
NASA's TDRSS and DoD's NAVSTAR GPS developing and testing communication sys-
satellites. tems. The WPMS is a system that can obtain

For all these systems, instantaneous signal data necessary for the second and third ap-
bandwidths can reach 10's of MHz. The proaches.
usefulness of such wide bandwidth systems in
ground environments is uncertain in many
cases because they must be deployed in com-
plex channels-such as forests and urban envi-
ronments. For each of these channels, a num-
ber of parameters (including delay spread,
Doppler spread, and coherence bandwidth) de-
termine the channel's ability to support broad-
band communication without degrading the
system's performance.

Channel-induced degradation is a particu-
larly important problem to the Army. The
Army must communicate while on-the-move,
over all types of terrain covered with every
conceivable type and density of vegetation.
Previous wide-bandwidth measurements of
forested communication channels have shown
that the medium may be characterized by
highly structured multipath. This multipath,
combined with channel fading resulting from
vehicular motion, can significantly affect the
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Background

Channel Measurement Philosophy Time-Varying Impulse Response
The channels of interest can be modeled The purpose of the WPMS system is to

as randomly time-varying systems, for which measure the Time Varying-Impulse Response
the only meaningful description is statistical. (TVIR) or an equivalent functional representa-
The statistics of a given characterization, how- tion, known as the Output Delay-Spread Func-
ever, may be deterministic, depending on un- tion (ODSF) of the channel. The ODSF and
known external parameters, such as season, TVIR are entirely equivalent; the only differ-
moisture content, forest density, and the like. ence is the way in which the time and delay

The ultimate rationale behind a channel variables are referenced to the time the im-

characterization program is to evaluate the pulse is applied to the communications chan-
charterfoman oamunication ete over nel. The delay variable of the ODSF is refer-performance of a communication system over enced (equals zero) to the time the impulse is

channels similar to those likely to be encoun- enced (u ze tommuectie th annel.

tered in practice. This evaluation requires a applied to the communications channel.
characterization that encompasses "typical" as Therefore, the ODSF is equivalent to an oscil-
characxte thannels. e omaeer, e loscope display of the response of the system
well as extreme channels. However, because to a unit impulse for which the time origin of

Army communication systems must operate to osiil se o the time oh i of

over widely varying conditions, measuring all the oscilloscope is set to the time the impulse

the possible generic types of channels is im- was applied to the channel. This input time is

practical. Therefore, understanding the under- the only place "absolute" time appears in the

lying physical phenomena of the channels is ODSF.

necessary, so that the results of the measure- The function measured by the WPMS is
ment program can be extrapolated to any actually a time-shifted version of the
channel of interest. ODSF - offset in time by an unknown amount

of because of the unsynchronized nature of theThis extrapolation is easier if the effects ofSmauemn ytm

each of the various external parameters can be

separately identified. Then, a relationship be-

tween the statistical channel characterization System Overview
and the external parameters can be estab-
lished. If identifying an effect with a particu- The WPMS uses a sliding-correlator archi-
lar external parameter is not possible, it is im- tecture (SCA) to measure the TVIR of a propa-
perative, at least, to try to control as many gation channel. In this approach, a wide-
variables as possible. Such control is best ac- bandwidth pseudonoise code is used to modu-
complished by using a simple channel such as late a UHF carrier at the transmitter. This
a "standard" forest without any complicating composite signal is then cross-correlated at the
factors such as non-homogeneity, variable tree receiver with a duplicate code. In the receiver,
sizes or types, hilly terrain, or similar condi- however, the clock for the shift register gener-
tions. These factors can then be added later ating the duplicate code is stepped (slid) one
by extrapolating the statistical model devel- chip per PN code period relative to the trans-
oped from the basic set of measurements. mitter clock; thus, if we compared the trans-
This approach is preferred over measuring a mitter and receiver codes as a function of
number of complex channels, because identify- time, assuming they are being continuously re-
ing cause with effect is difficult when too peated, we would observe the codes stepping
many variables are changing at once. (sliding) past each other.
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The correlators are capable of operating
with PN-code lengths of 255, 511, 1023, and T
2047 chips at code speeds of 50, 125, and 250
Mbits/sec. To shorten the correlation times
and to reduce the speed at which the Analog/ - ----- D

Digital connectors (A/Ds) must take data, four

parallel correlators are used in each receiver
channel. The second, third, and fourth cor- Figure 1. WPMS Block Diagram
relators correlate the received waveform with a
copy of the PN-code that has been shifted rela- The RX/DDAS has been designed to pro-
tive to the PN-code in the first correlator by vide automated control of the experiment and
1/4, 1/2, or 3/4 chips, respectively, a "friendly" user interface for conducting and

This approach for system implementation designing channel-probe experiments. The
enables the basic design objectives for the application-level software for this interface is
WPMS to be met at a reasonable cost. Select- designed to verify at each menu-driven prompt
ing an SCA, however, is not without its prob- that the user enters "reasonable" information
lems. The use of the SCA must be carefully or specifies "reasonable" parameters for the
controlled by the DDAS to ensure that valid experiment. These software checks help mini-
data are collected regarding the time variabil- mize wasted experiment time caused by user
ity of the channel. In fact, all the requirements errors and minimize the probability of record-
cannot be satisfied simultaneously (at reason- ing channel-probing data that are invalid or
able cost). As a compromise solution to this not meaningful.
problem, a multi-mode system of operation The TX subsystem normally acts as a slave
[controlled by the Digital Data Acquisition Sys- to the RX/DDAS. That is, the transmitters are
tem DDAS)J has been developed that permits controlled by the transmitter van controller
the experimenter a tradeoff between conflict- (microcomputer), which receives its com-
ing requirements in: mands from the RX/DDAS. A VHF communi-

* TVIR resolution in the time domain cations system is used between the two subsys-
tems to transfer commands, acknowledge.

* TVIR bandwidth ments, and status information. When an ex-

" Duration (multipath-delay window) of periment is executed at the RX/DDAS, the ap-
the TVIR in the time domain propriate commands are sent to the TX con-

" Total path loss measurable by the sys- troller. This controller locally controls the
Tta. ptransmitter hardware consistent with the RX/
temn. DDAS commands. After the transmitter has

The WPMS is functionally divided into two been set up and the data recorded by the RX/
subsystems. The first part, the Receiver/Digi- DDAS, the TX controller sends the TX status
tal-Data-Acquisition-System (RX/DDAS), information to the RX/DDAS for inclusion in
contains all the hardware necessary to receive, the header block of the recorded data.
sample, process, and record the various chan-
nel-probe signals that are used to characterize
time-varying radio propagation channels. The
second part of the WPMS consists of the trans-
mitter (TX) and its microcomputer controller.
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Conclusion

In this executive summary we have pre- These capabilities meet or exceed all of
sented a high-level overview of the WPMS, CECOM's requirements for the WPMS. This
built by SRI under contract to the US Army for state-of-the-art system provides the ability to
the purpose of gathering spread-spectrum measure ground-to-ground communication
propagation data to characterize forested and channel characteristics with very high resolu-
urban communication channels. This charac- tion, using very-wide-bandwidth probe sig-
terization will be accomplished by using very- nals. These characteristics will be used to ver-
wide-bandwidth, probe signals at frequencies ify and improve computer models that will, in
ranging from 200 to 2000 MHz. A summary turn, be used to evaluate the performance of
of the systems capabilities is shown on the ta- the Army's communication systems of the fu-
bles that follow, ture.

__ __BANDWIDTH/CODE-LENGTH PARAMETERS

Chip Code Code Time to Acquire Number Time to-Acquire Number of Doppler
Bandwidth Length Length Length One TVIR of TVIRS Complete TVIR TVIRs in 128k Bandwidth
(MHz) (ns) (Chips) (ms) (ms) to Integrate (ms) Samples (Hz)

50 20 255 5.100 1.306 2 2.611 512 191.483

50 20 511 10.220 5.233 1 5.233 256 95.554

50 20 1023 20.450 20.951 1 20.951 128 23.865

125 8 255 2.040 2.089 4 10.522 512 239.354

125 8 511 4.088 2.093 1 2.093 256 238.885

125 8 1023 8.184 8.390 1 8.380 128 59.663

125 8 2047 16.376 33.538 1 33.538 64 14.908

250 4 255 1.020 0.261 8 2.089 512 239.354

250 4 511 2.044 1.047 2 2.093 256 238.885

250 4 1023 4.092 4.190 1 4.190 128 119,326

250 4 2047 8.188 16.769 1 16.769 64 29.817

CW n/a n/a n/a n/a n/a n/a n/a 250.000
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System Capabilities

GENERAL

Carrier frequency range 200 to 2000 MHz
Delay-spread range -1 to 20 us
Delay-spread resolution 2 ns
Doppler-spread range -15 to 240 Hz
Doppler-spread resolution <2 Hz
TVIR amplitude resolution 0.1 dB
TVIR multipath amplitude resolution -20 dB min
Measureable path loss 155 dB min

ANTENNAS

Omnidirectional Biconical
Directional Crossed LPAs
Transmitter polarization V, H, RCP
Receiver polarization V, H, RCP, LCP
Azimuth 0 to 3600
Height 5 to 65 ft

TRANSMITTERS

Number 2
Frequency range

Transmitter No. 1 200 to 1050 MI-Iz
Transmitter No. 2 700 to 2000 Miz

Power output 100 W max
Modulation PN sequence

Bi-phase modulation or CW
Clock rate 50, 125, or 250 MHz
Instantaneous null-to-null bandwidth 100, 250, or 500 MHz
PN code length (chips) 255, 511, 1023, or 2047
Control Local or receiver computer

RECEIVER

Number 2
Frequency range (each channel) 200 to 2000 MHz
Sensitivity (23 dB SNR in 50 kHz BW) -95 dBm
Modulation PN sequence

Bi-phase modulation or CW
Clock rate 50, 125, or 250 MHz
Instantaneous null-to-null bandwidth 100, 250, or 500 MHz
Code length (chips) 255, 511, 1023, or 2047
Control Local computer
Instantaneous dynamic range 50 dB
Input signal range (at van wall) 0 to -95 dBm
AGC (receiver computer controlled) Stepped in 1-dB increments
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II
Background

The data contained herein are actual data centered at the tick mark shown (mov-
taken in a forest at Ft. Lewis, near Seattle, WA. able) on the top display.
The WPMS was used to collect and record a 3. Figure 3. A real-time display of one of
very-large volume of wide-bandwidth and CW the Delay Spectrums. Other types of
propagation data on many different paths within thslay ctrs.nter typs of
the forest. Measurements were made at an- vice. These include the relative phase

tenna heights ranging from 10 ft to 65 feet over angle-vs-time of the received signal

path lengths from 270 ft to 6000 ft. The major- the individual In-phase and Quadrature

ity of the data were gathered for both vertical the VRh a poaraspa

and horizontal polarizations, however some of TVIR amplitude a spectrum dis-

crossed-polarized and circularly polarization of t he am ple and a te is-

data was also taken. The radio frequencies play of the Doppler shift of the received

(rf) used were 300 MHz, 400 MHz, 850 MHz signal.

and 1050 MHz. These carriers were modu- 4. Figure 4. A post-processed display of
lated to produce null-to-null bandwidths of 500 expanded TVIRs for vertical and hori-
MHz for most of the measurements. zontal polarization for a free-space path

over a logging road within Ft. Lewis.
The figures that follow are representative 5 Fi r 5 Aopot-pro cessed.L is.

samples of the data available form the WPMS. 5. Figure 5. A post-processed disnlay
The photographs are near-real-time data dis- showing the polarization dependence .'
plays available in the field during the data- spread-spectrum signals when propa-

gathering portion of the experiment. The gated through a trunk-dominated forest

graphs that are Included are only some of the at Ft. Lewis.

ways the processed data can be displayed us- 6. Figure 6. A post-processed display
ing the post-processing programs developed showing the polarization effect on de-
for the WPMS. lay-spread encountered on many paths

1. Figure 1. Real-time displays of Time within the forest at Ft. Lewis.

Varying Impulse Response (TVIR) and 7. Figure 7. A post-processed display of
Delay Spectrum for two received sig- the calculated excess path loss encoun-
nals. Note Wideband Received Signal tered within the Ft. Lewis forest at verti-
Level (WRSL), Narrowband Received cal and horizontal polarization as a func-
Signal Level (NRSL), and TVIR Re- tion of frequency and path length for
ceived Signal Level (TRSL), and calcu- spread-spectrum signals.
lated Path Loss displays. Discrete fre- 8. Figure 8. A post-processed display of
quencies in the spectrum displays are the calculated excess path loss encoun-
the result of rf carrier leakage and PN- tered within the Ft. Lewis forest at verti-
code unbalance in the transmitter and cal and horizontal polarization as a func-
receiver. tion of frequency and path length for cw

2. Figure 2. A real-time display of one of signals.
the TVIR displays. The trace on top 9. Figure 9. A forester characterizing the
shows the entire multipath delay-spread Ft. Lewis forest. These characteriza-
range for the code-length chosen for tions are critical to the evaluation of
the experiment. The bottom display Is computer models of radio wave propa-
an expanded version of the top trace gation In forests.
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10. Figure 10. The WPMS receiver/data experimental data and to control the
acquisition van gathering data at Ft. WPMS transmitters, receivers and an-
Lewis, WA. tennas.

11. Figure 11. The WPMS transmitter van 13. Figure 13. The WPMS transmitter
radiating two simultaneous spread- equipment mounted inside the transmit-
spectrum signals at Ft. Lewis. Note the ter vehicle.
automatically raised and lowered an-tenna/tower subsystem. 14. Figure 14. The WPMS receiver systems

prior to installation in the receiver van.
12. Figure 12. The Digital Data Acquisition

System used to process and record the

Figure 1.

J I "I

Figure 2.
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Figure 3.

Figure 4.
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Figure 13.
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ROBERT SCHOLTZ: Hello, hello .... JOHN PROAKIS: Overview of Adap-
Have you found me yet? In an effort to get tive Equalization
things started on time, I think we'll just let I should tell you that I did not bring a copy
the stragglers miss the beginning. Looks like of my book to the Workshop, but one of the
a little cool weather's blowing in .... If it gets people here does have a copy. I found it too
worse, I'll tell you this afternoon where we'll heavy to carry, frankly [LAUGHTER]. But
have the cocktail party - we won't cancel it, Bill Lindsey was not worried about the weight
we'll just move it somewhere a little warmer. - he did manage to bring a copy.
I'd like to invite Dennis Hall up now, from I'm going to give a brief overview of adap-
TRW, who put together a terrific session for tive equalization techniques. We begin with
you. Dennis .... a general block diagram, shown in FIGURE

DENNIS HALL: Oh, yeah, my session #1. I've subdivided equalizers into three
was very easy to put together - almost every- different categories: linear equalizers, deci-
one volunteered to do it, so it was only a mat- sion feedback equalizers, and equalizers based
ter of playing phone tag long enough to talk on maximum likelihood sequence estimation
to all of them. John Proakis is here, and he's using the Viterbi algorithm. Of the linear
going to give us a quick overview and then equalizers, I'm going to confine my remarks
go into some of his current research. We're to time domain equalizers, since I know John
really fortunate to have John Treichler here; Treichler will talk about frequency domain
he's got a lot of experience in adaptive filters equalization. Of the three types that we have
and equalization. John Cioffi is here, he's ex. listed here, the linear equalizer is by far the
ploring some new things in multi-tone equal- simplest to implement and the one that gives
izers, which I'm very anxious to hear about, the worst performance, basically, in a chan-
and he's done a lot of work in multipath - nel that has significant intersymbol interfer-
one of our students that we're sponsoring up ence. The second type, the decision feedback
to him is looking at that. And I think Brian equalizer, is more powerful as most of you
Agee is going to close it off with reporting know. The third type, based on maximum
some of the continuation of some of his work likelihood sequence estimation, is the opti-
on blind adaptive signal restoration, which mum equalization scheme, with one proviso,
fits well into the modulation characterization that we know the probability density function
session we had earlier. for the underlying statistics of the signal and

Let's see, John Proakis - we were lucky noise. If we do not know this and attempt
that we didn't have to pay him an honorarium to build a maximum likelihood sequence es-
to speak with us [LAUGHTER], but you'll timation scheme for intersymbol interference,
notice that his new book is out, or the 2nd it's quite possible that the performance will
edition of his book, so each of us will have not be as good, for example, as the decision
to buy 20 copies of his book [LAUGHTER]. feedback equalizer, which does not make any
John Treichler - John graduated from Rice assumptions at all about the statistical prop-
a couple of years before I did, and in such erties of the underlying noise process.
he'll be the only speaker here who'll speak Let me first talk about linear equalization
clearly and without an accent [LAUGHTER]. in greater detail. Linear equalizers are usu-
So that's all I have to open this up, so .... ally implemented in practice as fractionally
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spaced equalizers, and by this I mean that will not comment any further on that.
the incoming signal is sampled at least as fast The sequence estimation scheme requires
as the Nyquist rate. For example [FIGURE knowledge of the channel characteristics and
#21, if we have a signal with a raised cosine for this purpose one can use an adaptive chan-
spectrum and a roll-off factor of 3, the high- nel estimation -cheme as indicated in broad
est frequency in the signal is where T is terms here [FIGURE #4], and feed the chan-
the symbol interval. The signal, then, should nel characteristics to the Viterbi algorithm to
be sampled at least at twice that frequency, perform the equalization.
which is , and then passed through an Now let's move on to the next level of FIG-
equalizer with tap spacing of -Z. IF 8 = 1, URE #1 - the different structures for im-
for example, the spacing will be 1; if/3 = 1/2, plementing equalizers. In the case of a lin-
we can get by with sparser spacing of and ear equalizer, there are two basic structures
so forth. In general, then, the spacing is yN that one can employ: the transversal struc-
where both M and N are integers. ture [FIGURE #5] or the lattice structure

The advantage of fractionally spaced equal- [FIGURE #6]. There are similar structures
izers is that in practice we do not know the for decision feedback equalizers. Associated
characteristics of the channel, and the frac- with the particular structures are a number of
tionally spaced equalizer plays the role of a different algorithms which are listed in FIG-
matched filter as well as an equalizer. Thus, URE #1. I have given the types and the
in one structure we can implement, in an structures, followed by the algorithms that
adaptive fashion, a matched fiter and a linear one can apply to these various structures.
equalizer. In the case of the transversal structure

A decision feedback equalizer [FIGURE there is the conventional LMS algorithm
#3] simply uses a linear equalizer as a feed- [FIGURE #51, and then a number of so-
forward filter and then employs the decisions called fast algorithms: the RLS Kalman, fast
at the output of the decision device in a sec- Kalman and square root Kalman. All of
ond filter, called a feedback filter, to can- these are recursive least squares methods for
cel out intersymbol interference from previ- adjusting the coefficients of the transversal
ously detected symbols. This particular form structure. The problem with the transver-
is the classical form of the decision feedback sal structure is that if we want to change
equalizer and has some problems if you have the length of the equalizer, we must go back
coded modulation. In coded modulation you and recompute the coefficients; that is, we
would like to have in your feedback filter the must begin anew. To avoid that problem one
actual decisions from the Viterbi decoder if can go to the lattice structure [FIGURE #6]
it's a trellis code, or block decoder if it's a where we can simply add or delete sections
block code. As can be seen, this structure quite easily without affecting the coefficients
doesn't lend itself very well to coded mod- of the other sections of the filter.
ulation. For that purpose, there is another Similar remarks can be made about deci-
structure which is slightly suboptimum called sion feedback equalizer algorithms, wherein
the prediction-type decision-feedback equal- the transversal structure - and by transver-
izer. I believe that Vedat Eyuboglu is going sal I mean that we have two filters, each of
to say something about that later today, so I which is transversal, the feedforward and the
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feedback filter. One can use the LMS algo- number of computations to implement this
rithm [FIGURE #71, the Kalman-type fast type of filter.
algorithms, or the square root algorithm for A decision feedback lattice equalizer is
adjusting the coefficients. In the lattice there shown in Figure #10. It seems awfully com-
are two versions of it, the so-called gradient plicated, but actually it's fairly simple. We
lattice algorithm and a recursive least squares have two types of lattice stages. These are
algorithm, the so-called one-dimensional lattice stages

Finally, in the sequence estimation scheme and this is a typical stage here, and a num-
for estimating the channel characteristics, the ber of two-dimensional lattice stages which
applicable algorithms are again quite similar incorporate both the decisions as well as the
since this channel estimator is a transversal- incoming signal, and these involve a slightly
type filter. more complex (two-dimensional type) lattice

Let me briefly describe a recursive least stage, as shown here. But it is fairly simple in

squares lattice for those of you who are not that the input signal comes in here, the out-

familiar with these lattice-type algorithms. put of the decision device is as shown here,
Each of the lattice stages in FIGURE #6i in- and that decision is fed back into this point

volves a couple of multiplications and a cou- for computing the various errors in each of

ple of additions and a unit of delay (FIGURE the stages of the lattice.

#81. This is the lattice part. There is also My reason for mentioning these different

a ladder part which involves multiplying the types of lattice filters is that they do present

so-called backward residuals or backward er- a number of nice properties over the transver-

rors by corresponding coefficients and then sal structures. Let me mention here that in

summing to get the output of the equalizer deciding which type of equalizer to use for an

[FIGURE #6]. This is the input signal, this application, we need to worry about the con-

is the output here, and the desired signal is vergence rate of the algorithm, the tracking

here. In an adaptive mode, of course, we're capability, the computational complexity as

feeding back previous decisions or the actual measured by the number of multiplications

decisions out of the decision device here. A and divisions per iteration, the stability of

simplification of that is the so-called gradi- the algorithm, the accuracy, and issues re-

ent lattice [FIGURE #9]. The simplification garding dynamic range if we have to imple-

is in a reduction of the computational corn- ment these algorithms in fixed-point arith-

plexity. The typical lattice stage involves, as metic, and scaling problems (see FIGURE

I said, multiplying by these reflection coeffi- #11). Finally, if we wish to implement these

cients and then adding the signals here. The in VLSI perhaps we would be interested in

bi(t) are the backward errors or the backward considering architectural issues, modularity

residuals and the fi(t) are the forward resid- and parallelism.

uals in the lattice. In the gradient lattice we The reason for considering the more corn-
force the coefficients in the two arms to be plex lattice-type algorithms and recursive
the same, and we update these latter gains least squares transversal-type algorithms is
via an LMS-type algorithm in an attempt to simply the fact that they converge faster apd,
reduce the computational complexity of the hence, make it possible for us to track time-
filter. Later, I'll show you some results on the varying channel statistics. In FIGURE #12,
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I show the convergence curves for a very bad eral hundred iterations. This instability is a
channel, a channel that has a spectral null. well known problem with this particular algo-
The eigenvalue ratio of the correlation ma- rithm. Recently, however, a Stanford gradu-
trix is infinite in this case. These are sim- ate student by the name of Slock showed how
ulation results, or so-called learning curves, to stabilize this algorithm, but at an increase
which show the initial convergence of the var- in the number of computations. So the stable
ious equalizers. The fastest converging equal- version of this algorithm has a higher slope,
izer is a least squares lattice decision feedback but it is still linear in the number of computa-
equalizer, which is the one I showed you in tions. The gradient lattice, as you can see, is
FIGURE #10. the next best in terms of computational corn-

The gradient lattice converges almost as plexity, followed by the recursive least squares
rapidly. It's not an optimum equalizer in the lattice. And all of these three algorithms are

sense of convergence. We give up something linear in the number of computations as a
in the convergence speed of the equalizer, but function of filter length.
we end up with a structure that is less com- Finally, the so-called square root form
plex computationally. The LMS algorithm, of the RLS transversal structure grows as
as you can see, converges very, very slowly in the square of the number of computations.
this case and takes several hundred more iter- Hence, for short equalizers it's quite compet-
ations before it reaches this final value. Also itive with these other schemes, that is, for
I show for comparison the mean square er- equalizers of five "r fewer taps. But for long
ror for a linear equalizer which we know per- equalizers the computational complexity goes
forms very poorly on a channel that has a up very, very rapidly.
spectral null. Next is a least squares lattice FIGURE #14 shows some results on the
linear equalizer. It converges relatively fast
but then, of course, it bottoms out at a much implemented in fixed-poiL arithmetic. Six-
higher mean square error than the decision ipeetdi ie-or.aihei.Sx

teen bits is, for all practical purposes, float-
feedback equalizer. ing point arithmetic, as far as the algorithms

The computational complexity of these dif- are concerned, there's no degradation in per-
ferent structures is summarized in FIGURE formance. I show here the minimum mean
#13, where I plot the number of multipli- square error (which is scaled by 10-') for the
cations (complex multiplications) and divi- square root algorithm, the fast Kalmaa or
sions as a function of the filter length. As RLS algorithm, two types of lattices, the so-
you observe, the LMS algorithm involves the called conventional lattice and an error feed-
least number of computations. Computa- back form of the lattice, and finally the LMS
tional complexity is twice the length of the algorithm. We observe that with 13-bit arith-
filter. metic there's relatively little degradation in

The next simplest in terms of computations the performance of these various algorithms.
is the fast RLS algorithm or fast Kalman- With 11 bits the square root algorithm is still
type algorithm. I should mention here that performing quite well and the fast RLS is
this algorithm, at least for the computational also performing well. The conventional least
complexity which I show here, is based on squares lattice algorithm is quite sensitive to
a form that usually goes unstable after sev- round-off noise and begins to give us poor
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results at this point. The modification to required. All of the results that I'm showing
the so-called error feedback form of the lat- you here are in journal papers that we have
tice gives better performance. The LMS al- published, and also in the second editions of
gorithm is also degraded considerably for 11 my book on Digital Communications.
bits. Finally at 9 bits, we note th&t the dif- To move to another related subject, I
ference between the conventional lattice and should say something about blind equaliza-
the error feedback form is significant. There's tion since there is so much interest among
a factor of 10 roughly in the minimum mean the various people here. There are a number
square error for these algorithms. The fast of algorithms that have been developed over
Kalman algorithm did not even converge in the last 10 or 15 years on blind equalizers (see
this case, but again if we employ the modi- FIGURE #15). The first one listed is Sato's
fication that has been proposed by Slock, I Algorithm, which is applicable to PAM, and
believe that this will take care of the insta- has been around since 1975. Subsequently we
bility. have Godard's paper published in the early

(PROAKIS IS CONVERSING 80's, in which he gave an algorithm for QAM-

WITH STEIN, KAWAGUCHI AND type signals. Later, Benveniste and Goursat

IOTHERS, WHOSE QUESTIONS ARE proposed some alternative algorithms, which

NOT DETECTED BY THE MICRO- also seem to work quite well. Prati and Pic-
PHN EE): I'm showing the michi give a so-called stop-and-go algorithm forPHONE): I'm showing the minimum meanblneqaitonndcimhtterag-
square error scaled by 10'. Is this your ques- blind equalization and claim that their algo-

tion? [PAUSE] Oh, the eigenvalue ratio here rithms work better than the previous three

is 11. It's not a bad channel. This is not the algorithms.

same channel that I was dealing with earliei Listed as No. 5 is an algorithm that has
which had a spectral null. These are the num- come to be known as Bussgang's Algorithm.
ber of bits that we carry in all internal com- This was published in a paper by Bellini at a
putations in the implementation of the equal- conference two or three years ago. There are
izer, including the incoming signal which is some additional algorithms which are still un-3 quantized to 16, 13, 11 and 9 bits, respec- der development, some of which are based on
tively. This was an equalizer of length 10 to higher order moments of the signal. These are
12, so the number of eigenvalues is equal to cumulant-type methods which are still under

the number of taps in the equalizer. The ratio development. Perhaps some people may wish
of the maximum to the minimum eigenvalue to comment on their experiences with these
here is 11, which is an indication of how bad types of blind equalization algorithms.

or how good the channel is. When we mul- Let me conclude by mentioning what my
tiply two numbers we truncate to 9 bits, for students and I are working on at Northeast-I example. So you can see that all of these al- er University [FIGURE #16]. I have a stu-
gorithms are quite robust and some are more dent who's working on improving the perfor-
robust than others. In the case of the lattice, mance of fractionally-spaced equalizers, ba-
the error feedback form is certainly superior sically through the use of singular value de-
and one that gives good performance. Hence, composition as a means for reducing the ex-
I believe that it's a very nice structure to im- cess mean square error, which is generated in
plement when a fast converging equalizer is fractionally-spaced equalizers. I'm not sure
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how many of you are familiar with this par- JOHN TREICHLER: Adaptive 1IR
ticular problem, but in a fractionally-spaced Equalization, Frequency Domain Adaptive
equalizer we have a number of zero eigenval- Filters
ues. In effect, if we implement the equalizer Let me add Item 4c to John's talk, right
in a conventional way, each tap contributes there [LAUGHTER] ... I can't resist already,
linearly to the excess mean square error, the and that is that while I think there's defi-
misadjustment error that Widrow talks about nitely room to develop new blind equaliza-
in the LMS algorithm. What we're trying to tion algorithms, I think one of the most cry-
do, through singular value decomposition, is ing needs is to understand the ones we've got
to isolate the zero eigenvalues and basically and how they work, and what performance
reduce the amount of excess mean square er- can be expected of them. They're sort of
ror that is contributed as a result of the frac- magic still. The handout you have says that
tional tap spacing. The problems are compu- I'm going to talk about frequency domain
tational in nature because it's computation- filters and maybe IIR filters, and stuff like
ally difficult to do singular value decomposi- that. Since I've got 20 minutes instead of
tion in an efficient manner. some much longer interval of time, I thought

Another topic involves the development of I'd talk about one of these topics and let the
new fast algorithms. In spite of what some others come later perhaps. I put these all
people may believe, that fast algorithms have under the category of trying to reduce the
already been developed and that there's noth- amount of computation needed to do adap-
ing new to be done here, I will say that this tive equalization or adaptive interference re-
is not the case. It's possible to develop new duction, and I'll motivate that problem in a
fast algorithms for adaptive equalization, and moment. It's very nice having John go first
a number of these are currently being de- because now there's a whole bunch of things
veloped by several people, one of whOM is I don't need to describe to you - and one of
Fuyun Ling, who is working at Codex Corpo- them (all I'm going to talk about) is linear
ration. equalizers. I'm not going to talk about deci-

We're also working on channel estimation sion feedback and I'm not going to talk about
algorithms for equalization of mobile radio mean square error or Viterbi aided methods.
channels. I think that's an interesting area I'm going to do straight stuff, and I'm going
for additional work. And, finally, I mention to worry about how to minimize the amount
blind equalization as the fourth item here, of computation. Not to say that the others
and the use of higher order moment methods don't have better performance, perhaps, but
for designing blind equalizers. Also, I believe I always find myself operating up at the very
that there is still some additional work to be edge of what you can really do in hardware,
done on improving existing algorithms, such and you tend to go simple there. Like, how
as the Godard Algorithm and Benveniste's do I minimize the number of computations,
Algorithm. This concludes my talk. what's the simplest possible algorithm I can

HALL: Just a little over, OK. Very inter- use as opposed to the best performing?
esting talk though. Okay, next is John Tre- Generally speaking, the systems that I've
ichler, who needs no introduction - or has been traditionally interested in have some
none, either way! sort of adjustable digital filter [VIEW-
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GRAPH #11. It says FIR, but you don't nec- is maybe a thousand times or maybe even
essarily need to believe it - it could be some- 10,000 times the sampling rate. Is it possible
thing else, could be lattice which is FIR un- to ever get there?
less it's an IIR lattice. Then what we want to Now there are several different methods,
do is take a signal that's been horribly soiled and as I mentioned, given the fact that I
by multipath and/or interference, clean it up, promised up and down that this is only go-
and pass it on to often a traditional signal de- ing to take 20 minutes, I'm only going to
modulator or detector. In order to choose the talk about one of these three areas [VIEW-
transfer function of that filter, we're going to GRAPH #2]. 1 would be happy to have some-
have some sort of performance measurement body ask me questions later in the day or to-
and then based on that performance inea- morrow so I can talk about the others. There
surement, turn around and adjust the filter have been three basic approaches that have
coefficients appropriately. I've shown a cou- come along for handling this. All have differ-
ple of dotted lines here - maybe they both ent advantages and different amounts of suc-
should be dotted. We either look at this Sig- cess, and different amounts of attention that
nal (the filter output) or perhaps this signal have been paid to them. All of them are lin-
(the detector output) in order to help us de- ear equalizers. The first one which I am go-
cide whether or not we're happy, and whether ing to talk about is frequency domain filtering
or not to adjust the filter coefficients. where we try to use the FFT to help us. Oth-

The problems I want to talk about today ers are adaptive IIR filtering, and that sounds
are those characterized by situations where I like a good idea, too. Hey, if I use IIR filters I
would like to have an incredibly long impulse can get long impulse responses without much
response in my filter. Incredible might be, computation, and that's true ... but you also
according to John Proakis' pictures, 13. But get some other stuff that you may not have
I was really thinking like hundreds or thou- wanted. Okay, then the last technique is to
sands of taps. Situations where I'm trying to use sparse filters where I have a very long tap
receive, for example, a high bandwidth sig- delay line, but don't bother to put all the co-
nal that requires a hi-h sampling rate in the efficients in. That turns out to have some nicepresence of fairly considerable multipath, im- applications where the filter needs to be re-pulresenresonses that last say microseconds, ally long and densely tapped because of theMicroseconds aren't very much if my s high sampling rate. I'd like to poke out apling rates are kilohertz, but if my sampling lot of interferers, I mean use a lot of notches,
rate has to be, say, a hundred megahertz, in the transfer function. But a lot might be
I've got a hundred tap filter, or maybe a 200 only a hundred, where in fact I may need a
or 300 tap filter. Other situations where a thousand taps in order to get the resolution
long impulse response is really important is I want. So are there games that I can play
if I'm trying to excise narrowband interfer- where the degrees of freedom I need are much
ence. Think back yesterday to Phil Bello's fewer that the number of taps I need to gain
talk about where I've got a measly megahertz the resolution I want? Now that I've teased
of bandwidth, but I have all these interfer- you about it, I'm not going to talk about it!
ers in it, and I would like to chop them out. Okay, what I want to talk about today,
In fact the resolution I would like to have at least in this interval, is frequency domain
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adaptive filtering [VIEWGRAPH #3]. I'm atively weak broadband signals of interest in
going to try to restrain myself and not tell the presence of a tremendous number of time-
you what limited I know about it, but just varying narrowband interferers, and in the
some of the stuff at the top: what people are presence of multipath and in the presence of
doing, what appears to work, where the prob- other things where I would like to be able to
lems are, what you can hope from it, and so use this long equalizer. There are basically
forth. I've started all these three sections, two technical approaches; I'm going to focus
only one of which I'm going to show you, with on one of them today, and I'm going to ex-
the promise - you know, this is magic. Here's plain to you why I focus on that one [VIEW-
what I'm going to go to NSF with, or Office of GRAPH #4]. The first one is the straight
Naval Research or ARO, and say, "Here's the use of fast convolution and fast correlation.
big deal, and I want a whole lot of money to If you think back to the block diagram, there
study this." Okay, the promise is that I ought basically has to be in every adaptive filter, a
to be able to reduce the amount of computa- filter, right up here, some method of deciding
tion quite considerably for high-order high- whether the performance is good or bad, and
resolution FIR filters. Why? Because the then some method of taking that error and
FFT gives me, you know, log N as opposed to figuring out what set of impulse responses I
N, and it's just natural. Now the other thing would like to use in the filter. If I'm inter-
that's more subtle, but turns out to be just as ested in using a gradient descent technique,
good an argument for the frequency domain like LMS or Godard or CMA or any of these
techniques, is that it gives me an opportu- other things that we've talked about lately,
nity to orthogonalize the input. Well, not then I can do the filtering with just pure
for all signals, but it turns out lots and lots Oppenheim and Schafer fast convolution - I
of the signals that we practically care about guess I should actually go back to Tom Stock-
might be characterized as relatively broad- ham and those guys, but the book you ought
band, with a whole lot of narrowband in- to see is the orange one - whereas zero-fill
terference. You know about Karhuren-Loeve and FFT - and this is just a filter - and I tell
and all that, and I can orthogonalize it a it the impulse response, and low and behold
bunch of different ways, but it turns out that with log N improvement, I've built a filter. I
if my input is well characterized by a whole can build any FIR filter consistent with the
bunch of narrowband signals, then an FFT length of the FFTs. Similarly if I send in an
is a very nice way to somehow orthogonalize error signal, and a delayed input, I can use
or separate or channelize all those different exactly the same techniques through the con-
pieces. And that may allow to do something jugation to correlate the error with the input,
neat, and we'll talk about that in a minute - and end up with an estimate of the gradient.
it has to do with eigenvalues and such. Using only "fast convolution" and "fast cor-

relation" I have, with no mess whatever, a
OK, successes, does anybody really use this rather straightforward implementation of an

stuff? Yes, these methods have already been aatv itrgain ecn-yei h
adaptive filter gradient descent-type in the

proven, unfortunately in a few applications frequency domain. And that works, it works
I can't talk about broadly. But the people very nicely.
have built these things and they work very,
very well in applications where you have rel- OK, there is another method that's come
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along lately that has even, apparently, more TREICHLER: Let me follow that up im-
advantages. It uses what some of us have tra- mediately - these two methods aren't com-
ditionally called "transmultiplexers". This is pletely distinct. I can start playing all sorts of
a name used in the multichannel telephone games back and forth between the two. I've
world, mostly, to describe a technique from made them look as separate as possible for
going from FDM to TDM, or from the fre- discussion purposes. I don't want to tell you
quency domain channelizing of the input into by any means that this is it, and these are the
a whole bunch of equal sized frequency chan- only ways to do it. But I do want to show you
nels and then reporting the samples out in what some of the significant differences are,
sequence or in a time division form. I don't and I've chosen the poles of no weighting and
want to go into this too much here, but ba- extraordinary weighting, in order to give you
sically they're built with a set of polyphase an idea of what can help and what can hurt.
filters - the name I hate, but that's what
everybody calls them - followed by a DFT, OK, the other thing I've done is with my
which is usually implemented as an FFT. The adaptive filter. I dechannelize, I multiplycombination of these gets you the same log each channel output - and what I've shown

combnaton f thse etsyou he ameloghere is a diagonal matrix - is a bin-by-bin
N improvement as before, but has the very hr a chanl atrix wishtin-bwin
nice property that instead of just doing an or a channel-by-channel weighting with no
FFT that has fairly sloppy 'i N frequency cross channel weighting going into what I call
response, depending on how long I make these an inverse transmultiplexer, which you mayrespnse deendng n hw lng mae tesethink of as just an interpolator, and an up-
subfilters here, these polyphase filters, I can thin of a t an iept and anu
make brick wall, beautiful channelized filters, converter. All ito s put all these bins
Instead of being down only 13 dB in the next back together into a time domain waveform
bin, I can be down 60, 80, it all depends on at the same sampling rate as we went in. So
what I want Q to be and how much arithmetic I've channelized the signal, I've scaled it on
accuracy I'm willing to provide up there. It a channel-by-channel basis, and I've put it
also has the subtle advantage that, now I'm back together. If this were an analog system
working in blocks. This data comes in, say I these things would be at the same "sampling
build a transmultiplexer that has a thousand rate", if you will, as the input, and I wouldn't
point FFT, and break the signal into a thou- have had to interpolate; but since I've deci-
sand bins, well it turns out that the sampling mated here in the digital world, I have to in-
rate here (at the channelizer output) is now terpolate. Now, notice something I've done
1/1000 of the input rate. So whatever I deal here - and you may ask why, and I'll elab-
with here on a channel-by-channel basis is at orate on this - I've shown the output com-
a decimated rate, and I can do some very nice ing from the time domain waveform all the
things. way around through an error calculation and

Sback in. Now, why do I need to do that?STEWART LINSKY: Why can't you Well, I'll have you hold that thought for a

get the same thing by windowing the input We, Le e yo mpe tht to forh-
on th FFTmoment. Let me compare these two meth-

ods for just a minute. Again, I've chosen toTREICHLER: You can. make them as different as possible. But what

LINSKY: OK. Is that the only advantages do they have in common, relative attributes?
of this other program? [VIEWGRAPH #5] Both of them have sub-
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stantially less computation, and to tell you that operation commutes with the frequency
exactly how much less computation than the transformation process, and I can do all the
straight time domain, you have to tell me updating in the frequency domain. You say
what you really want to do. I've shown one that sounds nice; well, it turns out that it's
particular method of doing the fast convolu- not just nice, it's really important. For ex-
tion/fast correlation method; in fact there are ample, what if our error computation or our
dozens. There's a very nice paper that Clark, performance assessment method isn't linear?
Mitra and Sid Parker did four or five years Say, ah well, you're talking about a new algo-
ago on whole bunches of different ways of do- rithm, like those based on cumulants, you're
ing that using 3, 4 or 5 FFTs and different talking about CMA, Godard - I'm talking the
sorts of assumptions. Similarly, in the trans- more conventional decision direction method.
mux method, or the channelized method, you The only way we currently know how to do
have to tell me how big Q is and how big the decision direction is to get filter-output wave-
FFT is. Nonetheless, no matter how you do form and look at it IQ, and see how close
it, it's less. Like typically an order of mag- it is at the baud intervals to the constella-
nitude or two less, so that's good. People tion points we would like to match, take that
argue which is more and which is less com- difference and go on. It's very much a time
putation between the two, and again I can domain operation. That's why that feedback
change the rules, I can change the assump- loop I showed you from the output all the way
tions, and I can make them relatively better back around exists.
or worse than each other. Something that we
should note, however, is that the transport Now let's look at a couple of observations.
delay through the thing happens to be much, One of them is this nonlinear performance
much more with the transmultiplexer-based measurement, like decision direction, Godard

filter that has the very nice stopband perfor- or CMA. It doesn't commute, you have to

mance. Similarly if I want to start windowing use the loop or some better method, and

or weighting the fast convolution method, I there would appear to be no problem. The

end up having to bring more data in and in- transport delay, I pointed out, is bigger. The

troducing more transport delay there. The most important thing is people actually built

implications of that will become clear later. this thing expecting wonderful performance.
Does it channelize wonderfully? Yes. Does

One of the most important things is my sig- it adapt really fast, like they expected it to?
nal quality assessment. For example, those of No! And the question is why. Well, if you
you who take EE 373 at Stanford University go back to John Proakis' viewgraph, where
from Bernie Widrow, all he ever talks about he showed about eigenvalue ratios, the trick
the way I form an error, is I subtract the out- with LMS is that you look at the covariance
put of the filter from a God-given desired sig- matrix, and you look at the biggest eigenvalue
nal, and I've got an error, and I go and adapt and the smallest eigenvalue, and the ratio of
with it. That's a very nice, straightforward those tells you a lower bound on the nurn-
linear operation, and if God always gave us ber of iterations it will take for that filter to
that desired signal to work with, we'd be in converge, depending on how you define "con-
really good shape. If in fact it were there, verge". And then if you use an adaptation
then nice things happen because it's linear, coefficient that isn't full-out, you know, all
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the way against the firewall, it's even slower. AA was a tenth - that means that it ought to
So this problem with eigenvalue disparity has adapt in ten iterations, which is a nice, safe
been a killer. Now if the input is mostly number - and here's what happens [m = 1
dominated by interference, and if that in- curve]. But if I keep A the same value and
terference can be channelized, and each one start making my transmultiplexers better and
of those things falls in a separate bin, then better, attaining better and better adjacent
your eyes start opening wide, and you say, channel rejection, here's what starts happen-
"I can use separate A's in every bin, and I ing to the transient response of that single
can adjust those A's to optimize performance coefficient. Instead of converging in say 20
in each bin separately, and I can make each iterations, it can take 80, 90, 100 and worse.
one converge in only one step." Well, you (See curves for m = 3, 5, and 7.) The better
can't! [VIEWGRAPH #61 Here's why. If I make the adjacent channel rejection in my
there were no delay in that feedback loop, bins, the worse the transient performance is.
then what happens is that the adaptation be- So, you're dead meat, right? Well, yeah. My
havior in each bin can be characterized as a final viewgraph [VIEWGRAPH #9] - what
single pole that lies somewhere between here this means is you've got to start looking at
[z = 1], where t is zero, here [z = 0] where alternatives. That alone isn't going to get it
A is such that A times the eigenvalue A is 1 for you. And what do you do? Maybe I ought
- and if I keep cranking up A I can drive it to abandon the gradient descent and try to
unstable. Now it turns out that as soon as use some closed-form methods or accelerated
I start using these transmultiplexers in order techniques so I get my improved performance
to get these very nice adjacent channel rejec- some other way. Heck, maybe I look at this as
tions [VIEWGRAPH #71, 1 start introducing a control problem and try to use feedforward
delay in the loop and I start putting addi- compensation; you know that's a fairly es-
tional poles at the center. As I start crank- tablished method, that might work. Maybe I
ing up A - and remember I want to put it want to - the last two methods, [sorry Dennis]
here [z = 0] - what happens is these guys do - the last two methods, I do have a viewgraph
the old root locus-spider spread, OK - that's for, and they are to play games, start playing
Texas [LAUGHTER] - anyway, it's actually games. [VIEWGRAPH #10] Here is my orig-
a Texas football play, everybody runs in all inal filter. Maybe I want to put something in-
directions hoping to catch a long pass. Any- side the loop that just looks at the spectrum,
way, what happens is this pole comes in from and tries to respond instantaneously and very
z = 1, and instead of getting anywhere close rapidly to the spectrum. Like if I see an inter-
to z = 0, a pole comes out, these scatter, ferer pop up, hammer it down, and then come
these join and spread, and you go unstable around on a slower, known to be slower, ba-
or oscillatory for much, much lower values of sis and clean up the mess. Another method is
yt than you would have ever suspected. [OK, to somehow try to approximate all this stuff,
two minutes, right? One minute? One and and if I can get the approximation inside of
a half! OK, so the bottom line - I ain't the two transmultiplexers, the fact that it's
quite to the bottom line, but I'm getting close an approximation may not hurt me as bad as
[LAUGHTER] - this is really good, no sweat!] the improvement I get by being able to do
[VIEWGRAPH #8] Say I had set A so that everything on a bin-by-bin basis.
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PROBLEMS IN
COMPUTATIONAL PARADISE

OBSERVATIONS

NONUNEAR PERFORMANCE MEASUREMENTS (E., CMA AND/OR DECISION-DIRECTION) DO
NOT COMMUTE WITH FREQUENCY TRANSFORMATION OPERATIONS

-4 ERROR SENSING AND WEIGHT ADAPTATION CANNOT BE DONE PURELY IN THE
FREQUENCY DOMAIN; CONVERSIONS INTO AND OUT OF THE TIME DOMAIN ARE
REQUIRED TO SENSE THE ERROR

* THE TRANSPORT DELAY OF A TRANSMUXBASED FILTER IS APPROXIMATELY ON SAMPLES
vs. ABOUT 2N FOR A FAST CON'lioLUTION FILTER vm ABOUT N/2 FOR AN N-POUT TIME-
DOMAIN FILTER

OBSERVED CONVERGENCE RATE PERFORMANCE OF THE CLOSED-LOOP TRANSMUX-BASED
FILTER IS FAR SLOWER THAN ANTICIPATED

QUESTIONS
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IS IT RELATED TO THE OTHER OBJECTIONS?
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TRANSIENT PERFORMANCE AS A
FUNCTION OF 14 X, AND LOOP DELAY
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_____T APPROACHES TOAT SPEEDING UP CONVERGENCE

I ABANDON GRADIENT-DESCENT AND USE CLOSED-FORM OR ACCELERATED GRADIENT
TECHNIQUJES

* USE FEED FORWARD COMPENSATION IN ADAPTATION LOOP TO IMPROVE TRANSIENT
PERFORMANCE

* USE SPECTRAL INVERSION TECHNIQUES TO "PRE-EMPHASIZE FREQUENCY RESPONSE
UNTIL CLOSED-LOOP OPERATION CAN BE EFFECTIVE

FIND COMPUTATIONALLY SIMPLER FREQUENCY-DOMAIN APPROXIMATION TO ERROR
GENERATION PROCESS
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IAST TWO OF THE POSSIBLE APPROACHES
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IA S'] IIR ADAPTIVE FILTERING (CONTINUED)

* PRACICAL SUCCESSES

COSRIE - -H
" POLES LOCKED TO ZERO (THOMPSON)

" ONLY TWO POLES (CCITT ADPCU ALGORITHM)

*I-POLE DESIGNS IN FREQUENCY DOMAIN ADAPTIVE FILTERS

*ANALYTICAL AND PRACTICAL PROBLEMS

*HIGHER ORDER FILTERS HAVE SLOW ANDIOR UNCERTAIN OONVERGSICE

*CONSTRAINTS/ESTS TO ENSURE STABILITY ARE DIFFICULT AND HARD TO
IMPLEMEN'T

*EQUALIZATION OF NON-MINIMUUP4iASE CHANNELS REQUIRES UNSTABLE
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VIEWGRAPH 912

B-282-89

_______USING 1-POLE IIR FILTERS INFA= TRANSMUX-BASED INTERFERENCE "CANCELERS'

DIGITAL FILTER BANK .4DIGITAL INTERPOLATOR
(rRANSMUX'I (TRANSMIJXI I

x (k) Tly0
INPUT POLY.POLY

4- FIISTORDE yIRFITE

- WITH COMPLEX COEFFICIENTS

__________ -, 13-282-89

267



IAST' SPARSE FIR TIME-DOMAIN FILTERING

*APPROACH - THIN OUT ThE TAPS OF A LONG FIR ADAPTIVE FILTER

AM12

*POTENTIAL APPLICATIONS - THOSE WHERE DEGREES OF FREEDOM ARE MUCH LES THAN THE
LENGTH REQUIRED TO ATTAIN THE DESIRED RESOUTION
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My summary comments are that frequency an additive white gaussian noise channel, it's
domain techniques look really interesting and an additive gaussian noise channel - and we
have a lot of potential and in some applica- have a linear channel with some intersymbol
tions, where the adaptation can be internal- interference, and the worse the ISI gets, the
ized, already work wonderfully. But for all more interesting this particular problem be-
these other things we'd like to be able to do comes. Let me then couch that channel in
with it in a communications situation, partic- a little broader setting [FOIL #4] where you
ularly decision direction and blind equalizers can see the channel right here in the middle,
that are nonlinear in some sense, there's a lot and then we have some kind of transmit fil-
of work to be done. ter, some type of receive filter (which we call

HALL: John's up at Stanford and he did an equalizer in this particular case), and then
some of the original work on the fast Kalman outside of that we'd like to put on some good
techniques, and has promised us a look at codes. Now here I'm referring to coset codes
multitone equalizers. or trellis codes, which have arisen in the last

JOHN CIOFFI: Algorithms for Multi- 7 or 8 years as introduced by Ungerboeck and

path, Multitone Equalizers modified by many others. We'd like to con-
two catenate those with the system to improveActually the title of the talk listed tothe overall gain for the system in terms of

things: multipath fading and multitone tecon di noi rhe es-

equalization. [FOIL #1] In putting together detection distance-to- noise ratio. The ques-

the talk, I decided I'd stick with just one i f you h

of those two topics, and I'm not going to answer is "yes" if you have intersymbol in-
sa athing bot t he ran ckn oing mlti- terference in the channel and you combine
say anything about te t racking of multi- the functions; that is, if you design the code
path fades today. I'd prefer to focus on an and the filtering function together. So this
area that's kind of grown pretty quickly and extends the original Ungerboeck ideas where
rapidly in the last couple of years, the area he combined both coding with just the mod-
of combining equalization and coding. Let ulation device, but basically did that for a
me just give you an outline slide. [FOIL #2] channel which was free of intersymbol inter-
We're looking at channels with intersymbol ference. How do you do it on a channel which
interference, and we're trying to design codes has intersymbol interference? As I said, this

for those types of channels. So basically we're has ars en in t he As c of
trying to combine both good distance proper- problem has arisen in just the last couple of
ties and spectral shaping properties in a sin- years, and there have been a number of solu-
ties ndity. Sectalsing oberties in at sing tions proposed to it in a fairly rapid period
gle entity. So I'd like to begin by just looking of time; I know Vedat Eyuboglu from Codex

at some capacity arguments for intersymbol is going to be talking about another method

interference channels, and then looking at the of solving this problem this afternoon.

variety of different types of gains that you can

get, and then finally focus on the muLtichan- The classic result - and you can trace this
nel mctibods as a means to provide tne best all the way back to Shannon, but most peo-
possible gains that you could achieve, pie find it in Gallager's book on Informatzon

Now this is perhaps close to Figure 1 in any Theory - is what is the capacity of a chan-
modern communications textbook. [FOIL nel that has intersymbol interference with ad-
#3] The key thing to note here is this is not ditive gaussian noise like this? The classic
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approach to computing that capacity is the other sample which is 90% of the amplitude
so-called water filling approach. [FOIL #5] of the first sample. I've looked at what the ca-
What you do is you take the channel transfer pacity of that particular channel is using the
characteristic, in particular the power trans- water-filling technique, and that is the dark
fer characteristic, and you basically invert it, line, which is somewhat less than the original
and then you take the amount of energy that channel, but basically parallels it, especially
you have to transmit, you have some kind of at the high signal-to-noise ratios.
transmit power constraint, and you fill this Now this particular curve, right here, the
bowl here, and that's what they call "water third curve, is basically the performance that
pouring". You pour water or energy into this you get using pulse amplitude modulation.
bowl-type shape until you get to a level where This is a single dimensional channel we're
you have basically the total of all the energy looking at here. What the performance would
in there is equal to the power constraint that be if you had a certain signal-to-noise ra-
you have in the transmitter. Associated with tio, say 12 dB, and you wanted to achieve
that is some optimum bandwidth that you a certain error rate (10-6 is what we used
can use on the particular channel. Then what here), how many bits/symbol could you get
the capacity calculation basically does is it over the channel with that particular error
takes the capacity at each of the infinitesi- rate? There's a fairly well known result, due
mally small channels in the frequency domain to Dave Forney, that the flat PAM case is ba-
and sums them, via an integral, over the en- sically 9 dB worse at error rate 10- 6 in the
tire range, and that will be the capacity for channel capacity, but basically it tracks that
the overall system with intersymbol interfer- curve just to the right of it, and they're dis-
ence. So what I'd like to do is take an ex- placed this 9 dB difference. Now if you use
ample and look at this capacity calculation, very good trellis codes, using good codes with
and compare it with what the conventional good shaping, you can basically achieve aboutapproach would be on a channel with inter- - these days, the best I know of is about 7.1
symbol interference in this particular situa- dB of coding gain - so that you're about 1.7
tion. dB away from that capacity curve. That's us-

So what we have here are four curves. The ing the 256-state trellis code combined with
rightmost curve, or the best curve of the some of the very recent trellis shaping meth-
bunch [FOIL #61, is an additive white gaus- ods. You can basically get that close to the
sian noise channel which you can compute us- curve, at least at high signal-to-noise ratio.
ing a well known formula: 1/2 log (1+SNR) is So basically you're almost there at capacity
the capacity for that channel. I've plotted it, on the flat channel.
the vertical alas is bits/symbol or bits/T; and Now what happens if you put a linear feed-
the horizontal axis here is the channel signal- forward equalizer, the type that John Proakis
to-noise ratio. Now one of my students, Glen described earlier this morning, on the 1+0.9D
Dudevoir, has also done it for a fairly simple channel, you try to equalize it to be flat, ard
type of channel, it's just got one intersymbol then look at the performance of that system
interference term, 1 + 0.9D, so that means in much the same way that we've looked at
you have a center tap on the channel and the performance of the flat channel. In other
then delayed one unit in time you have an- words, we look at error rate 10" and see what
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the data rate that could be achieved for any ago, where he showed that the decision feed-
signal-to-noise ratio is. And you see it's more back equalizer is about as good as you can
than 9 dB away from its corresponding ca- ever expect to do on a channel at high signal-
pacity curve. In fact, as you get out to very to-noise ratio. Well, high signal-to-noise ra-
high signal-to-noise ratios it falls off consid- tio may be extremely high in certain practical
erably. So this is a motivation, just slapping applications, and the more severe your ISI is
a feedforward equalizer on and concatenating on the channel, the higher that high SNR has
it with the code is not going to work unless to be before that argument basically holds
the channel is pretty close to flat, and the true. So we have this motivation: present
more severe the ISI on the channel, the fur- systems using the typical type of equalization
ther off it's going to be. So that's really not on a channel with severe ISI really doesn't get
the way to try to combine your codes with where capacity arguments would tell you you
equalization on this particular channel. should be on the channel.

Now I've also - one of my students, Jim So what I'd like to do now is look at how
Aslanis, did a couple of other plots of this you might get there [FOIL #8], and look at,
same sort for two different channels. [FOIL at least, some fundamentals which you can
#7] One is the classic 1 - D channel, AMI identify in that particular process. So I've
channel if you like, up on the top plot, here. returned here to the slide I began with [FOIL
Basically we're looking at, in this case, the #9], describing combined equalization and
performance of a decision feedback equalizer coding, and I've augmented it by this formula
rather than a feedforward equalizer. The right here. There are three terms. Basically
solid curve is, again, the capacity as com- -y is the overall coding gain for the system;
puted via the water filling type plots. The that's the ratio of minimum distance in your
second curve is using a decision feedback coded system to the energy that it requires to
equalizer and concatenating it with the best transmit with that given minimum distance,
trellis code you can find. Look at the differ- and then you compare that for a well coded
ence between these two curves. Now for the system with a system which is basically pulse
1 - D channel you can see the decision feed- amplitude modulation and uncoded. And
back equalizer performs a little bit better, it's there are three terms that you can identify in
closer to that capacity curve, and it basically terms of the performance of this system. Two
hugs it at high signal-to-noise ratios. But as of them are fairly well known at this point -
the intersymbol interference gets more severe I think Dave Forney is the one who devel-
on the channel, as in the bottom curve (I've oped them in his coset codes papers, which
got a channel where I've thrown several ad- just appeared last year, so-called "fundamen-
ditional 1 + D factors at it, and what that tal gain," which is basically a property of the
does is force the channel spectrum towards trellis code itself without looking at the con-
low frequencies), this gap widens. The de- stellation shaping effects. That can go up to
cision feedback approach is not so good on abi, at 6 dB on the best known codes. There's
this particular channel, but again you can see a second term called "shaping gain" which
these two curves merging as you go off to very has to do solely with the actual shape of the
high signal-to-noise ratio. This is a classic re- constellation and how close to a sphere it is in
sult that's basically due to Price twenty years N dimensions, and that can go up to about
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1.1 dB with the best known techniques for partial response channel, or the water pour-
that. Then, finally, there's a third term that ing energy distribution ... I'll talk a little
I'm going to add, and this is the "equaliza- bit more about that. Basically what it is,
tion gain." [FOIL #10] This is going to be is a least squares equivalent of this minimum
a function of the channel that you're actu- phase channel. Then, finally, the signal-to-
ally trying to use. On a flat channel, or a noise ratio that I use here, the little snr (us-
channel with very low signal-to-noise ratio, ing lower case letters) is just basically the
you basically have 0 dB of equalization gain transmit energy x filter response which is a

noisethat you can achieve. But on some channels constant for any particular channel. So that's
this number can be very large, and so it's im- the equalization gain.
portant to look at this and what it could be,
and then how would we achieve it. So that I promised I'd tell you a little bit more
third term, the equalization gain, I have de- about what that mean square partial re-

fined this way: it's the signal-to-noise ratio sponse, or least squares minimum phase chan-

of what I call the mean square error decision nel, is. [FOIL #11] What it is, is if you take

feedback equalizer; this is Salz's decision feed- your data sequence, you run it through some

back equalizer, if you're familiar with that kind of transmit filter where this transmit

particular result. Basically it uses the least filter basically has the shape, a square root

squares techniques rather than a zero forc- of the shape, which is associated with the

ing technique to design the d-!cision feedback water pouring energy distribution. You run

equalizer. And I use, for that equalizer, that through the channel. What you use over here

9 - that's the bandwidth that we saw ear- - this looks like a decision feedback equalizer,

lier from the water pouring calculation. So it's actually Salz's decision feedback equalizer

you find that optimum energy distribution, which is based on a mean square error criteria

use that with the decision feedback equalizer, - if you run that through the feedforward sec-

and that's what I'm going to say is about the tion of his decision feedback equalizer, what

best that you're going to be able to do on will happen here is that you don't quite get

your system. Then I compare that against the minimum phase equivalent for the chan-

what you might nominally try in a system like nel. You get, what I call, a mean square error

this, a zero forcing decision feedback equal- minimum phase channel. That was what that

izer, where you use the entire Nyquist band - go was associated with; it's the lead tap in

you just put ±1's or an i.i.d. data sequence, this least squares equivalent channel. If you

if you will, into the input of the channel. This want a formula for that, you just take the

is what I'll call the equalization gain. When channel autocorrelation function, normalize

you define it this way it basically adds in that it, and add to it, and then do a
third term in the formula you saw on the pre- spectral factorization for that. This g here is
vious viewgraph. You can actually prove - I the quantity that you're interested in. There

don't want to do it here - but it follows this are cepstral formulas that you can work out

simple formula here, where go is the first tap for this thing as well. The most interesting

in a so-called minimum phase equivalent for result that I found, about a year ago, was

whatever the ISI channel is; Jo is the first tap that if you look at the signal-to-noise ratio

or tap zero of what I call the mean square for this particular decision feedback equal-
izer, the minimum mean square error decision
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feedback equalizer, when you use the water jay Kasturia, a past advisee of mine. The
filling bandwidth, it turns out that the capac- first channel, the 1 - D, the gain is largest
ity for the channel with intersymbol interfer- at lower bits/T, and it basically goes to zero
ence follows this particular formula here: it's as you get out to higher bits/T. As you have
1/2 log2 (1+SNR) for this particular system. more severe ISI, there are huge gains to be
Now that is a very convenient form, because had. Now some of these channels are a lit-
what you can see is that this formula is very tie bit ridiculous in that they have very low
similar to the thing that you get for a flat frequency content and a high Nyquist rate.
channel except that you just have the signal- But basically what's going on here is opti-
to-noise ratio replaced by this mean square mizing the transmit bandwidth using these
error decision feedback equalizer result. So techniques is a very important result that can
what that says is now if you know how to show up in your overall gains. Now that's a
design a code, 7.1 dB of gain, for a chan- basic concept of that the equalization gain- J
nel which is flat, which is effectively what the know I'm running out of time here, I've been
performance of this decision feedback channel getting some fingers, two and three, shown to
is, you can basically do as well as you could me - all polite ones, right?]
do on the flat channel, just using a signal-to- The approach that I've looked at most fornoise ratio in place of that.Thaprchtt veokdatmsfo

this is so-called multitone or multichannel
A classic problem with decision feedback type signaling techniques [FOIL #14]. Basi-

is error propagation, which was not included cally what you do is you split your channel up
in that last result. That's a very significant a la the same types of techniques that John
problem in a system that uses a decision feed- Treichler was talking about [FOIL #15], with
back equalizer when you try to concatenate the transmultiplexing techniques, into a vari-
that with a code, because the ecror rate on ety of parallel channels, and you try to again
the DFE output is very poor. If you use a allocate your energy from the transmitter ac-
very good code it's going to be about 9 dB cording to some water pouring assignment -
(6 dB code + 3 dB signal expansic") away it turns out that it's the same one that .ie
from what the actual coded performance is saw earlier. Wher you do that and you fix
if you're just doing symbol-by-symbol de- the signal-to-noise ratio on all the outputs
tection, and that's an enormous problem in to your system to be constant, then maxi-
those types of systems. So the recent ap- mize that signal-to-noise ratio, it turns out
proaches to this have been to use the so-called that this thing we saw earlier for the mean
Tomlinson precoder [FOIL #12] which basi- square error decision feedback equalizer over
cally shifts the feedback section to the trans- that water pouring bandwidth is the same as
mitter with a very small penalty in transmit the signal-to-noise ratio that you get on the
power boost, and some small penalty in a loss multitone system when optimized over that
of shaping gain as well. So that's just a way same bandwidth. And in fact you get this
of getting around that particular difficulty. same capacity result where you could stick in

If you look at that particular system, these either of the signal-to-noise ratios there. So
are the types of gains that you see for a va- this is another technique for doing it. It has
riety of different partial response polynomi- no feedback in it and you basically go to these
als [FOIL #131, as were computed by San- parallel channel type approaches.
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Briefly, then, if you return to capacity for gain if you use the right number of tones in
these types of systems [FOIL #16] and then the overall system.
look at how many tones that you actually So I think, given that we're running out of
need in doing that, if you look on this par- time here, I'm going to skip the next couple
ticular curve which I had put up earlier and of slides [FOILS #19,20] and just give you an
I showed you the big difference between the overview of what's going on. This has been
actual capacity and what you got using a de- recognized in the last few years by a num-
cision feedback equalizer operating over the ber of people - in fact, Telebit is now mar-
entire bandwidth, if you use a multitone type keting voiceband modems [FOIL #21] which
system with block length of 10, you can see use the multitone-type schemes and use ap-
there's some improvement in this range. Use proximately the right bandwidth according to
block length of 20, which means 20 - block that, and they get very high speed. In fact
length of 20 means 10 tones, you see an they get 19.2 kilobits/second over voice grade
improvement, which is greater and as you wires using those types of techniques. It's
increase the number of tones, you'll basi- also been recently proposed to the T1-E1.4 of
cally hug the capacity plot, basically because ANSI for the so-called high rate ISDN service
you're using the optimum spectrum at the [FOIL #22], 800 kilobits/second or higher on
transmitter bandwidth. twisted pair of loops within a carrier serving

Now if you actually design a coded system area. So it's starting to catch on as a tech-

to do that, these are some of the gains that nique to combine equalization and coding.

you would see on the channel with respect The scalar feedback things which I showed

to a decision feedback equalizer [FOIL #171 you will also basically get you to the same

or, equivalently, the Tomlinson precoded sys- place. Using feedback has not - to the best

tem, where you use the entire bandwidth of of my knowledge - been used anywhere at

the system rather than using the optimum present or contemplated for immediate use,
transmit bandwidth. For the 1 - D chan- but may well in fact wind up being used at

nel, again, you can see the same type of some point in the future. This is a plot on

gain that you saw earlier for the partial re- that subscriber loop, that I was talking about

sponse system. You see, this curve here - versus input power and the megabits/second

this dotted line across - is the decision feed- that you could put over. This was 9 kilofeet

back system. [FOIL #18] Up here you see the of 26-gage wire that we're looking at here.

multitone-like system at 1 bit/T, 2 bits/T. We have two different decision feedback alter-

And what we have here on the horizontal natives, again using the standard approach

axis is the blocklength that you need, or ba- using the entire transmitted bandwidth for

sically twice the number of tones that you the system at two different symbol rates, 400

need in a multitone-like system to do it. You and 800 kilosymbols/second. Then using ba-

can see that the gain is fairly small for the sically what is a multitone-type system you

1 - D channel, and then starts getting bigger can see that there's an enormous gain on this

is the intersymbol interference becomes more particular channel and that's why the inter-

severe. You can throw up another plot where est is in these types of techniques in this sub-

you have channels with yet more severe ISI, scriber loop.

and basically you're seeing this same type of Open topics - is there a convolutional type
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Status of CEC
multitone - Telebit voiceband

modems, High-Rate ISDN

scalar feedback -?
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Open Topics

Convolutional Multitone ?

Interblock Coding

Sensitivity to Channel Knowledge

Parallelism

Crosstalking Channels

FOIL #23

Conclusions
two general methods for highest performance

multitone, mspr

can come within 1.7dB of capacity, at least
with multitone at High SNR and within
3dB at low SNR

Application areas:

modems, T1 distribution on copper,
copper LANs, and storage systems

FOIL 024
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of multitone system where you could reduce paper several years ago with John Treichler
the complexity of the system somewhat? In- on the constant modulus, and now he's got
terblock coding - this means designing codes his own company and he's pursuing similar
which span basically all the tones in the sys- things ....
tem rather than putting a separate trellis BRIAN AGEE: Blind Adaptive Signal
code on each tone in the system. How sen- Restoration
sitive is this to actually knowing what your Thank you. I am going to be talking today
channel is at the transmitter? [FOIL #23] about a general approach for designing struc-
There's a significant amount of parallelism in tures and algorithms for blind adaptive signal
the actual construction of a multitone system, extraction, which I refer to as the property
and some of the problems you see, especially restoral approach to blind adaptive signal ex-
in the subscriber loop and the crosstalking traction. I believe that this approach is very
channels area, those haven't been completely pertinent to the topics that we have been dis-
resolved as yet. It may be possible to improve cussing at this workshop, especially the topics
those results I've shown you on the previous that were discussed at the yesterday's morn-

slide if someone can solve them. ing session. In particular, I think that this

So in conclusion, there are basically two technique specifically addresses the problem
methods that have arisen in the last cou- that was raised by Dr. Pickholtz at that ses-
ple of years, really, that people have proved sion, of "How can we separate and sort co-
are going to do as well on any channel with channel signals in a given environment?" I
ISI as you can do on a flat channel if you should also mention that this talk is going to
use the right technique. The two techniques be a bit of a change of pace from the other
that are known to work right now are ba- three presentations in this session, in that Isically an optimized multitone technique or am not going to be talking about equalization

what I call mean square partial response per se, but rather any technique for extract-
techniques. Either of them will get you to ing signals from environments containing in-
the same performance level, and that per- terference and linear channel distortion.
formance level is within 1.7 dB of capacity Before I start talking about blind adapta-
at high signal-to-noise ratio, or if you have tion, let me very quickly review the conven-
a really low signal-to-noise ratio it's about tional adaptation approach, to show where
3 dB away. [FOIL #24] It's already been blind adaptation departs from it. Slide AGI-
applied in voiceband modems that are being 2 depicts a typical non-blind adaptive proces-
marketed, and suggested for T1 distribution, sor. A vector sequence x(n) is formed from
this is 1.5 megabits on copper twisted pairs. some received data set, using some fixed pre-
There has been some interest I saw at ATT processing stage - for instance, by passing the
in looking at copper local area networks us- received signal through a tap delay line filter
ing these types of techniques. Most recently and setting x(n) equal to the tap voltages, or
people have been looking at these techniques by setting x(n) equal to the voltages on an
for storage systems as well. So that basically array of sensors. This vector signal is then
concludes the talk .... passed through a linear combiner to yield out-

HALL: Thank you very much. Our final put signal setting y(n), and the weights of
speaker is Brian Agee, who co-published a the combiner are adapted to optimize some
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THE PROPERTY-RESTORAL
APPROACH

TO
BLIND ADAPTIVE

SIGNAL EXTRACTION*

Brian G. Agee
AGI Engineering Consulting
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A BACKGROUND:
CONVENTIONAL ADAPTATION

-Example: MMSE linear processor

x(n) . 1,w op y(n)

s(n)

* Goal: adapt processor to restore SOl quaflty
- minimize MSE < ie (n )12 >, BER, etc.
- maximize SINR, likelihood function, etc.

* Probiefn : reuire$knowledge of $O! Waveform 0r channel I

AG 1-2
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measure of the quality of the signal of inter- ties, rather than some unobservable measure
est (SOI) s(n) within y(n) (in this case the of the signal quality. This leads to the prop-
mean-square-error between y(n) and s(n)). erty restoral approach.

However, in order to perform this optimiza In Slide AGI-5, I have listed a 4-step design
tion, the receiver requires knowledge of ei- methodology for designing a property restoral
ther the SOI waveform or the transmission algorithm. This procedure is as follows.
channel that the signal was transmitted over.
In many applications, this information is not Step 1: Identify the exploitable properties

available at the receiver, and quality opti- of the SOI. Analyze the structure of the

mization cannot be performed. Instead, we SOI, and determine the properties of

must use blind adaptation techniques that that signal that distinguish it from the

can operate without the use of this informa- background interference.

tion. Step 2: Identify a signal extraction struc-
Slide AGI-3 lists the assumptions that we te t a a n o tfctions:r1)

are operating under here that motivate the tre the c 01 frm the recived en

use of blind algorithms. We are going to as- eirnmt tha i rm the ierfe-

sume that the SOI is unknown over the recep- enend totion ro the ee -
ence and distortion from the received sig-

tion interval, so we cannot use it fur adap- nal (the usual function); and 2) restore
tation. We are also going to assume that the particular 501 properties that we are
the SOI transmission channel is also unknown trying to exploit. The second function
at the transmission start, and possibly time- adds a subtle constraint to the conven-
varying over the reception interval. In an an- tional procedure for designing an extrac-
tenna array application, for instance, these tion processor: the extraction must be
assumptions would be consistent with appli- performed in a nontrivial manner that
cations where we do not have calibration data does not inadvertently impart the de-
available at the receiver, or where our array sired signal properties to the processor
geometry is changing too quickly for us to
track changes in the cal data. in addition, output sn nspaicular, the res-sor must be constrained so that restoral
we are going to assume that the channel it- of the signal properties is tantamount to
self may be time varying, for instance due to
interferers coming up or going down over the
reception interval. Step 3: Design an objective function that is

So, the question is, "What can we do in this optimized when the SOI properties iden-
situation?" We can't restore the SOI qual- tified in Step 1 have been imparted to
ity, because we can't observe the SOI qual- the signal at the output of the processor
ity: we do not have access to either the trans- designed in Step 2.
mitted signal waveform or transmission chan-
nel. However, in many applications we do Step 4: Design an optimization algorithm to
know something about the SOI: it has some find the useful extrema of the objective
known structure or properties. What we can function designed in Step 3. Again, the
therefore do is try to optimize some observ- desired outcome is for restoral of the
able measure of these known signal proper- signal properties to be tantamount to
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BLIND SIGNAL EXTRACTION
PROBLEM

" Assumptions
- SOI unknown over reception Interval
- SO[ transmission channel unknown at reception start,

possibly time-varying over reception Interval
- Overall channel possibly dynamic over reception interval

* Applications
- ESM systems (reconnaissance, acquisition)
- EW/ECM systems (anti-jam, look-through)
- Mobile & satellite communications
- Low-cost telephony, data communications
- Reception of broadcast signals

A-I.3

SHISTORICAL PERSPECTIVE

* Partially-blind techniques
- Linearly-constrained BF (Griffiths '69, Frost '72)
- Noise cancellation (Widrow '75)
- Decision directed equalization (Proakis '69, Gersho '69)
- Decision feedback equalization (Austin '67, Monsen '71)

* Truly-blind techniques
- Sato's algorithm (Sato '75)
- Reduced constellation algorithm (Godard '80)
- Dispersion-directed aIgs. (Godard '80, Benveniste '80-'84)

- Constant/known modulus algorithms (Treichler '83, '85)

AI .4
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PROPERTY-RESTORAL

• Adapt processor to restore known SOI progerties
- Modulus of FSK, PSK, FM SOls
- Self-coherence of PCM, AM, FDM-FM SOIs

* Basic design methodology

1. Identify exploitable SOl properties
2. Identify signal extractor structure
3. Design property-restoral objective function
4. Develop property-restoral adaptation algorithm

* Desired outcome: restored property 4* restored quality

AGI-5

S EXAMPLE: CONSTANT
MODULUS PROPERTY

*SOI possesses constant complex envelope

S Kt It=

-Property dsroye by distortion, Interference

Irsamittod 
Ito a a rawiignna trory -4i

SNOI
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restoral of the signal quality at the pro- So, given this genesis, what's possible now?
cessor output. Slide AGI-8 lists what I think is possible

now quite alot! The CMA was originally
Slides AGI-6 and AGI-7 illustrate this ap- developed to adapt single-sensor FIR filters;

proach for the constant modulus algorithm since then, it has been applied to a num-
(OMA), which was developed by John Tre- ber of different processor structures, includ-
ichler and myself in the early 80's at ARGO ing multisensor antenna arrays and polariza-
Systems [1]. This was the first algorithm that tion combiners [2], and it has been imple-
(to my knowledge) explicitly used the prop- mented in frequency-domain as well as time-
erty restoral concept in its development. At domain form (as discussed in John Treich-
the time that we developed this algorithm, ler's presentation). In addition, a number of
we were attempting to remove multipath in- fast and rapidly converging versions of the
terference from an FM signal. The basic ap- CMA have been developed by myself and oth-
proach was developed by noting that the FM ers [3,4], which allows the blind processing
signal can be represented as s(t) = e)(t) after concept to be applied to rapidly or dynami-
it is transformed to complex baseband repre- cally time-varying environments. The prop-
sentation. That means that the magnitude erty restoral concept has also been applied
or modulus of the signal is constant (equal to a number of new processor structures, in-
to unity). However, this "constant modulus" eluding adaptive demodulators, which restore
property is destroyed if interference or dis- properties of the baseband symbol sequence
tortion is added to the FM signal. This mo- rather than the transmitted signal waveform
tivates a simple modification of the nonblind [5,6], and multitarget processors, which ex-
processor shown in Slide AGI-2, by adapting tract multiple SOIs from the received envi-
the linear combiner to minimize a measure of ronment [2,7]. This last extension addresses
the modulus variation of the signal at the pro- the sorting problem discussed in yesterday's
cessor output. The particular modulus varia- morning session.
tion measure shown in Slide AGI-7 is referred
to here as the 1-2 constant modulus cost func- In addition, the modulus restoral approach

tion, which is my personal favorite for perfor- has been applied to a number of other kinds

mance and implementation reasons. Essen- of signal properties besides constant modulus.

tially, this cost function is the mean-squared- Most of these features fall into two general

error between the modulus of the processor classes: modulus features, or features of the

output signal and unity. If y(n) is equal to envelope of the signal; and self-coherence fea-

the transmitted signal, this cost function is tures or self-correlation of the SOL under tem-

equal to zero; if the modulus variation of y(n) poral, spectral or spatial displacement. How-

is low, the cost function value is also low. By ever, other features have also been exploited

adapting the linear combiner weights to mini- that fall into neither of these classes, or that

mize the cost function, we are hopefully going represent generalizations of these classes. In

to extract the SOI from the received environ- future, I believe that it shall be possible to

ment. In fact, this algorithm has worked very extend these approaches to a number of ad-

well in practice, and has been implemented ditional modulation features.

(under various names) in both military and Lastly, we are starting to get a much
commercial communications systems. stronger theoretical understanding of how
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CONSTANT MODULUS
RESTORAL

-System Concept

LS/RLS+ r( n) compex 

.1-2 Constant-Modulus Cost Function

F1-2(w) = <i y(n)-f(n)12 >

= < (ly(n)j- 1)2 >

AGI-7

SWHAT'S POSSIBLE

" Blind extraction possible via many structures, algorithms
- Antenna arrays, filters and demodulators
- Single-target or multitarget (multiport) processors
- Time-domain or frequency-domain Implementations
- Fast/rapidlv-converging algorithms

• Can exploit a lIn1Iiora of SOI modulation features
- Modulus (envelope properties)
- Spectral self-coherence (cyclostationarity)
- General modulation properties (property-maDoing)

• Strong theoretical understanding beginning to emerge
- Uniqueness proofs (Benveniste, Godard)
- General convergent behavior (Lundel, Agee)
- Ties to maximum-likelihood estimation (Agee)
- Ties to POCS, EM signal enhancement methods (Agee)

AOt-8
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these algorithms work, from the original work that I have been working on lately. In partic-
performed in this area by Benveniste [8] and ular, I am going to focus on those structures
Godard [9], and from more recent work per- that are particularly applicable to the modu-
formed by John Lundel at Stanford and my- lation characterization and sorting problems
self at AGI and U.C. Davis. In particular, that people talked about in yesterday's morn-
I have mathematically proven stability and ing session.
convergence of a general class of algorithms The modulation properties that to my
that I refer to as property-mapping algorithms knowledge have been looked at to date are
[3,AGI6], which encompass the class of modu- shown on Slide AGI-9. As I said on the
lus restoral algorithms, and Lundel and I have previous slide, these properties generally fall
independently shown that these stationary into two categories: modulus properties, and
points can correspond to capture of the dif- self-coherence properties. I have been look-
ferent signals in the environment under fairly ing primarily at modulus properties and spec-
representative conditions [6,10,11]. So, the tral self-coherence properties [15], which are
stationary points of our objective function ac- caused by cyclostationarity of the signal and
tually mean something in terms of SOI qual- commonly induced by periodic bauding, gat-
ity. ing and mixing operations at the signal trans-

In my Doctoral research, I have also discov- mitter.
ered some interesting ties between property The modulus properties that I have investi-
restoral techniques and maximum likelihood gated in my research are listed on Slide AGI-
estimators of the SOIs, and also ties to some 10. These properties are all extensions of
of the signal enhancement methods that have the "constant modulus property," that I dis-
been developed in the field of image restora- cussed earlier. The constant modulus prop-
tion. In particular, the property-mapping erty applies to signals with truly constant
approach that I have developed in [6] is moduli, such as CPFSK signals and FM sig-
closely related to the method of projection nals, as well as signals with low (but nonzero)
onto convex sets developed by Youla [12,13] modulus variation, such as AM signals (with
and the property mapping signal enhance- low modulation index). The constant modu-
ment method developed by Cadzow [14]. In lus property can also apply to signals whose
fact, I believe that it should be possible to baseband or symbol sequence has a low mod-
use Youla's and Cadzow's work to substan- ulus variation, such as PSK and PCM QAM
tially generalize the blind processing tech- signals. The second class of properties, the
niques that have been developed to date. "known modulus property," was originally

Obviously, there is a lot more that I could investigated by Frost (see [2]), and is ap-
talk about today than I have time for. There- plicable to signals with a non-constant but
fore, I'm going to focus on some specific re- nonrandom and known modulus, for instance
sults in a couple of the areas discussed above, pulse communication signals, pulse radar sig-
In particular, I want to talk a little about nals and return-to-zero FSK signals. To my
the new kind of property restoral approaches knowledge, this is the second technique that
that I and other people are starting to look was developed explicitly using the property
at, and discuss some of the more interesting restoral viewpoint.
or novel structures for blind signal extraction The third class of properties, the "multiple

294



THE PROPERTY-RESTORAL APPROACH
TO BLIND ADAPTIVE SIGNAL EXTRACTION

S.EXPLOITABLE PROPERTIES

* Modulus properties
- Constant modulus / low modulus-variation
- Known modulus
- Known modulus distribution
- Almost-periodic modulus

" Self-coherence properties
- Spatial self-coherence
- Temporal self-coherence
- Spectral self-coherence, conjugate self-coherence
- Higher-order self-coherence

* Other SOI properties
- Signal transience
- General signal properties (ML blind signal estimation)

AGI-9

MODULUS PROPERTIES

Property Definition Primary Application

Constant modulus s(o I = 1 All processors

Known modulus Js(t I = m(t) Filters

Multiple modulus Is(t) I e {m } Demodulators

Almost-periodic Is(t) I= Mk e j 2 jrat Antenna arrays
modulus k
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modulus property," has been independently because the filter can readily adjust the tim-
investigated by myself and several others; in ing phase (as well as the shape) of the output
particular Sethares, Rey and Johnson are re- signal modulus to that of our target modulus.
porting on a version at the 1989 ICASSP con- Similarly, the multiple modulus algori'hm is
ference [16]. The multiple modulus property well suited to demodulator structures, which
is applicable to SOIs with non-constant and can restore properties of the baseband sym-
random moduli, where the modulus distri- bol sequence, but they're not very applicable
bution is defined over a discrete number of to adaptive arrays or filters, which can only
known levels. This property is held by the restore properties of the pre-demodulated sig-
symbol sequence of OOK, ASK and PCM nal, because the mcdulvs of the signal wave-
QAM (APK) signals. form can vary wildly between baud centers

The fourth class of modulus properties, even if it is restricted to a discrete number of

the "almost-periodic modulus property," has levels at the center of each baud.

been developed by myself to overcome some Slide AGI-11 describes the general ap-
specific problems of the known modulus prop- proach that I've developed to exploit this
erty. The almost-periodic modulus property modulus restoral, which I refer to here as the
is applicable to SOIs with unknown moduli property mapping approach. Basically I de-
that are almost-periodic at some known set fine a property mapping cost function F(w)
of harmonics. This property is held by pulse as a distance measure between the processor
communication signals, pulse radar signals output signal y(t), and some SOI estimate
and return-to-zero FSK signals. This prop- s(t). The processor output signal is assured
erty is also applicable to many kinds of cy- to be in the linear subspace C. spanned by
clostationary signals, for instance PCM QAM the received (and preprocessed) vector data
signals. x(t) while s(t) is assumed to be a member

Notice that there is a third column in this of the desired signal property set D,, which
Table (on Slide AGI-10), addressing the pri- is the set of all signals with the properties to
mary application for these properties. As be restored by the processor. The cost func-
I said earlier, the processing structure that tion is then minimized using an alternating
we choose to perform our signal extraction is projections approach, which converges mono-
very dependent on the properties that we're tonically to a stationary point of the cost
trying to exploit. Some of these proper- function. For instance, if V. is the set of
ties are more applicable to certain proces- all constant modulus waveforms (or symbol
sor structures than others. For instance, the sequences), and the distance measure is the
known modulus property is not very appli- time-averaged squared error between y(t) and
cable to memoryless antenna arrays, because s(t), then F(w) reduces to the 1-2 constant
we must know the timing phase as well as the modulus cost function and the property map-
shape of the SOI modulus, in order to adapt ping algorithm reduces to the least squares
the array to restore the correct modulus. In CMA described in [3]. Each of the other mod-
most applications, however, the timing phase ulus properties shown on Slide AGI-10 can
of the received SOI is not generally known. also be used to generate a property mapping
On the other hand, the known modulus prop- cost function and minimizing algorithm using
erty is highly exploitable in adaptive filters, the same general approach.
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PROPERTY-MAPPING(A...... APPROACH
" Alternating projections approach

Fmin (w) ->d [y (t ), S(t )], y (t) - S(t )E D s

1. min F w.r.t. s (t), given y (t)

2. min F w.r.t. y(t), given s(t)

* Powerful convergence properties
- Monotonic convergence to stationary point
- Very benign capture properties
- Much faster than steepest-descent

" Close ties to signal enhancement techniques
- Projection-onto-convex-set (Youla, Trussell)
- Property-mapping signal enhancement (Cadzow)

* Close tie to maximum-likelihood blind signal estimator"

°GEOMETRICAL
INTERPRETATION

s0  (t)

Fmin

Yo (t) y, (t) Yopt (t)

AGI- 12
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I

Slide AGI-12 provides a geometrical inter- nals of interest or not of interest on the basis
pretation of the basic property mapping algo- of those properties. Multitarget algorithms
rithm. Starting at some arbitrary data point have been developed by myself for two classes
in the data subspace L., the optimal value of modulation properties: low modulus varia- I
of y(t) is arrived at by iteratively project- tion (constant modulus property), and known
ing y(t) onto the desired signal set V, and spectral self-coherence.
then back onto the data space L.. This pro- The multitarget property restoral algo- 1
cess is continued until both y(t) and s(t) con- rithms developed to date by myself and oth-
verge to a stationary solution; the final dis- ers have primarily been applied to antenna
tance between these signals is then equal to array processors, because it is so much easier
the convergent cost function value. Anyone to separate signals with antenna arrays than
here who is familiar with the property map- with filters. I have also chosen to focus on
ping techniques developed by Youla or Cad- antenna arrays because my understanding of
zow should see some very strong similarities the theoretical behavior of the blind adap-
between these approaches. As I have said be- tation algorithms that I have investigated to I
fore, I think that this similarity can be ex- date is so much stronger for these kinds of

ploited in the future to develop even more processors. However, it should be possible to
powerful property restoral algorithms. extend some of these algorithms to adaptive

In the next slides I want to discuss the demodulators and filters as well.
structures that I have applied the property Slides AGI-15 through AGI-18 present re-
restoral approach to. The two particular sults of my work in developing a multitarget
structures that I will discuss today are mul- processor based on the least-squares CMA.
titarget antenna arrays, which I think will be I will be discussing this processor in more Iof interest to people doing modulation char- detail at the 1989 MILCOM conference [7].

acterization, and the adaptive linear PAM de- The basic processor structure, shown in Slide
modulators, which may also have eventual AGI-15, is a multiport antenna array that I
application to modulation characterization, uses a matrix beamformer to form a vec-
in cases where sorting must be performed us- tor of output signals from the vector input
ing single-sensor processors. signal. Each column or port of the beam- I

As the name indicates, the objective of the former is adapted in parallel using a least-
multitarget processor is to extract multiple squares CMA, with a soft orthogonality con-
signals from a received data set. The term straint applied to force each port to a dif-
"multitarget" is actually drawn from opti- ferent solution of the 1-2 constant modulus
mization theory, where algorithms for find- cost function, that is, to force the signals at I
ing multiple stationary points or local ex- the output of each port to have low corre-
trema of an objective function are commonly lation. In addition, algorithm modifications
referred to as multitarget optimization tech- have been added to allow the processor to I
niques. Multitarget algorithms can be used sort the output ports on the basis of modulus
to not only extract multiple signals from the variation, in order to separate the active ports
environment on the basis of their modula- (which have captured signals) from the inac-
tion properties, but also to sort the extracted tive ports (which have locked into the noise
signals and determine whether they are sig- background); and to allow the processor to 3
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NEW STRUCTURES

• Multitarget processors (property-based sorting)

• Adaptive demodulators (baseband property-restoral)

AGI-13

SMULTITARGET PROCESSORS

* Extract multiple signals from received environments
- Primarily applicable to antlnnLr.ra processors
- Also applicable to adaptive demodulators

" Allow sorting on basis of modulation properties
- Sorting via modulus DroDerties
- Sorting via self-coherence roDertiles

* Structures developed to date
- Mulistage (sequential) structures (Treichler)
- Ml~tIgJrt (parallel) structures (Agee)

AGI14
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quickly capture signals as they appear in the the first FSK signal disappears from the en-
environment and maintain capture on those vironment, without any appreciable deviation
signals as the environment varies, from its optimal (time varying) performance.

This processor is illustrated in the next We can also use known spectral self-
three slides (Slides AGI-16 through AGI-18) coherence properties of the SOIs to adapt a
for a four-element narrowband antenna ar- multitarget processor. An advantage of this
ray excited by white thermal noise, two very approach over the CMA-adapted multitarget
strong interference signals - a TV signal at antenna array is that the SCORE processor is
a 50 dB signal-to-white-noise-ratio (SWNR) easily adapted to ezactly optimize our objec-
and an FM signal at a 40 dB SWNR - and tive function, and the algorithm extracts only
by two burst FSK SOIs. The FSK signals the signals with the desired self-coherence
are received at a 17 dB SWNR and a 20 dB properties from the received data. This is
SWNR, respectively, which is very far below illustrated in Slides AGI-20 through AGI-23,
the interferers, and have ON and OFF times for the cross-SCORE processor [15] shown on
that cause them to collide over the reception Slide AGI-19, and for a four-element antenna
interval: the first FSK signals comes ON at array excited by two very strong interferers,
20 msec into the collect and goes OFF at 30 a BPSK SOI with a 4 MHz data rate, and
msec into the collect, while the second FSK a 16 QAM signal with a 3 MHz data rate.
signal comes ON about 24 msec into the col- By tuning the target spectral self-coherence
lect - right in the middle o the first FSK frequency a of the processor to 4 MHz and
signal's ON time - and goes OFF at about 3 MHz, the processor is able Lo extract each
24 msec into the reception interval, of the SOIs from the received data. This is

This is a very difficult kind of environment accomplishcd without using knowledge of the

for any blind or nonblind adaptive proces- direction of arrival of the SOls, and without

sor to deal with. However, the multitarget using any array calibration data either the

LSCMA is able to collect both signals without array manifold or the background noise co-

bit error in this collect. Essentially, the algo- variance.

rithm converges to all the stationary points The second class of processor structures
of the cost function. At the beginning of the that I want to discuss today is the adap-
collect, Port 0 and Port 1 capture the two tive demodulator structures. The demodula-
interferers, and identify the remaining ports tor structure assumed for linear-PAM SOIs is
as "inactive." The active signal ports main- shown in Slide AGI-25; note that the demod-
tain capture on the interferers over the re- ulator reduces to a simple fractionally tapped
ception interval, while Ports 3 and 2 cap- equalizer (FSE) for this type of signal. The
tures the first and second FSK signals, re- blind demodulator structure has two advan-
-pectively, over their ON times. Note that tages over the equivalent adaptive filter: it
Port 3 maintains capture on the first FSK attempts to restore the properties of the base-
signal, even when the other signal comes up, band symbol sequence, rather than the en-
with some suboptimal performance (which it tire signal waveform; and it accomplishes this
quickly recovers from) right when the second restoral using a processor that is much more
signal comes ON. Similarly, Port 2 maintains powerful than an LTI filter. The first advan-
capture on the second FSK signal even when tage obtains because the properties of the sig-
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jEXAMPLE SPECTRALLY
SELF-COHERENT SIGNALS

Complex Modulation Self-Coherence Con]. Self-Coherence

Format Frequencies Freq. (± 2 x Carrier)

BPSK Symbol-Rate Mull. Symbol-Rate Mult.

OPSK Symbol-Rate Mull. None

MSK, SQPSK Symbol-Rate Mul. ± 1/2 Symbol-Rate
± Symbol-Rate Mull

CPFSK Symbol-Rate Mult. Symbol Frequencies
(h= multiple of 1/2)

FDM-FM Pilot-Tone Mull None

DSB / VSB AM None (complex repr.) 0
2 x carrier (real repr.)

SSB AM None (stat. baseband) None
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nal symbol sequence are generally much more a 3 dB EblNo for the chip shaping assumed
"exact" - a PSK symbol sequence, for in- here) and a PNSS interferer at a 30 dB
stance, always has a constant modulus (even SWNR (33 dB E6 /No). This results in a

I if the PSK signal is frequency shifted), but signal-to-interference-and-noise-ratio (SINR)
the PSK waveform can have a high modu- of about -30 dB, which is too low for the
lus variation if it is generated using a spec- conventional matched-filter despreader to re-
trally efficient pulse. The second advantage liably demodulate the SOI - the SINR at the
results from the superior performance of the demodulator output would only be at about

I optimal (nonblind) demodulator. The opti- -17 dB in this case. However, as Slide AGI-29
mal demodulator reduces to the generalized shows, the FSE-based demodulator structure
matched filter in stationary interference en- is able to increase the SINR of the demod-
vironments; however, it has even more use- ulated message sequence to about +15 dB,
ful properties in cyclostationary interference easily high enough for the low-error detection
environments. For instance, the linear PAM of the message sequence. In fact, the demod-
demodulator has the capability to null-steer ulator has sacrificed one degree of freedom to
on signals not of interest (or other SOIs) if null the interferer, and is using its remaining
they are also PAM with the same baud rate degrees of freedom to perform matched filter
as the SOI. demodulation of the SOL. This is very similar

This nulling property is illustrated in Slides to the null-steering and beamforming opera-

AGI-28 and AGI-29, for an environment con- tions displayed by an antenna array when a

taining white noise; a particular kind of signal and interferer arrive at the array from

pseudonoise spread spectrum (PNSS) signal, different angles of arrival.

which I refer to here as PNSS modulation- Moreover, in this simulation the signal ex-
on-pulse (PNSS-MOP) or phase-coded pulse- traction was accomplished blindly, using an
compression, received at a 0 dB SWNR with a LSCMA. Thus it is also possible to accom-
16:1 spreading ratio; and a PNSS-MOP inter- plish this extraction without knowledge of the
ferer with the same message rate and spread- spreading sequence of the SOI.
ing ratio and a 30 dB SWNR. A PNSS-MOP To conclude, I'd like to discuss a promising
signal can be interpreted as any PNSS sig- area for future investigation of blind adap-
nal where the code repeat rate is equal to the tive processing. In the area of process-
data rate of the pre-spread message sequence. ing structures, the most interesting areas to
In this case, the signal can be thought of as a me are: development of general property-

linear-PAM signal, where the modulating se- mapping approaches for exploitation of ar-
quence is the data or message sequence and bitrary SOI properties; generalization of the
the modulated pulse (rather than the mes- demodulator structures to allow extraction
sage data) is spread by the code sequence. of basebands from more more exotic signal
The message sequence can therefore be ex-
tracted directly from the received data using ear PAM); and extension of the multitar-

an FSE with an output data rate equal to the get algorithms to more exotic environments

5OI message rate. and processor structures. The appeal of the
So, our received data consists of white property-mapping approach is that is canU noise, a PNSS signal at a 0 dB SWNR (about be applied to any signal property, and that
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- 1 kbaud (16 kchlp) collect
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• Processor structures:
- Property-mapping structures
- General demodulator structures
- Multitarget demodulators

* Algorithm Invention & development
- General property-mapping algorithms
- Combined POCS/PM and blind property-mapping algs.
- Genetic algorithms

" Theoretical development
- General convergence analysis
- Extension of ML estimator
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it immediately results in a monotonically- 6. B. G. Agee, "The Property Restoral Ap-
convergent adaptation algorithm. In partic- proach to Blind Adaptive Signal Extrac-
ular, I believe that some very powerful new tion," Ph.D. Dissertation, University of
algorithms and theory are going to result by California, Davis, CA, 1989.
linking this approach with the methods of
Youla [12] and Cadzow [14], and I strongly 7. B. G. Agee, "Blind Separation and Cap-
urge anyone interested in this area to famil- ture of Communication Signals Using
iarize themselves with this work. I also be- a Multitarget Constant Modulus Beam-
lieve that it should be possible to use the former," in Proc. 1989 IEEE Military
nulling property of adaptive demodulators to Communications Conference, 1989.
develop a multitarget demodulator that can
separate and sort signals in single-sensor sys- 8. A. Benveniste, M. Goursat, "Robust
tems. Between all of these developments, I Identification of a Nonminimum Phase
think the time is growing near when we can System: Blind Adjustment of a Lin-
actually address the co-channel sorting prob- ear Equalizer," IEEE Trans. Automat.
lem posed by Dr. Pickholtz in yesterday's Contr., vol. AC-25, pp. 385-399, June
session. 1980.
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ing industry; in fact, when I was at IBM that
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1the work by Wolf and Heegard as well. When
16. W. A. Sethares, G. A. Rey, C. R. John- you come back to this particular slide, the

son, "Approaches to Blind Equalization same type of situation arises in what they're
odoing in that you have some kind of coding
Proc. 1989 IntL Conf. on ASSP, pp. gain for the system, and again they are look-
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HALL: Thank you very much. We'll have problem. You correctly surmised, Ray, ex-
a ten minute break and get back for the Ques- cept they have as well, or we have in magnetic
tion and Answer Session. [PAUSE] recording a binary constraint at this point in

RAYMOND PICKHOLTZ: I actually the network. [FOIL #4] It's two levels only.
have two questions. First, one for John Cioffi The actual clock rate can be about as high as
on the very excellent talk he gave about com- you'd like. The practical constraints on the
bining equalization, pulse shaping and coding write clock in recording are not really limitingto try to get closer to the predicted capacity in this particular situation. But it's only twoof the kind of channels we're talking abouty levels because of the hysteresis effect whichI spoke to him briefly during the break, and occurs in magnetic media. Now when you'reI spke o hm biefy drin th brakandleft with the two level constraint like that,
one of the questions I have is, "What is the re- ltth the te vel contrinte hat,
lationship between this and some other work both of the techniques that I presented here
that's been done for a very special channel, will fail in that particular area because of the
namely the magnetic recording channel which fact that they require more than two levels
is, of course, a very special channel because it on the input to the channel. Both the Tom-
essentially has only two levels that you deal linson precoder and multitone approaches are
with?" In particular, Jack Wolf at UCSD basically pretty widely dispersed over the en-
and Chris Heegard at Cornell have done some tire transmit range of symbols that you could
constructive coding - which I don't think, have.
John, that you specifically talked about in Now for that particular channel the thing
your talk - some constructive coding for that you have to look at is this equalization gain.
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Given you have a binary constraint, the only course, the gains that they predict for their
way to really get your density up is to increase codes are far less than what you see projected
the clock rate. It has to increase - if you're on these other codes that you refer to because
going to use a code it has to go up above your they are considering that particular loss.
actual data rate or data density for the disk. My gut feeling is that the actual way to do
When you start running up symbol rates in it is to basically start to border on the range
systems you have to take a very significant of an FM signal in magnetic recording. In ef-
hit in equalization loss. You can try to model fect, you're doing FM with the square wave.
the channel by an increasingly more compli- To use the thing that you'll incur is that in
cated series of partial response polynomials at most FM transmission paths you really don't
higher and higher densities, and try to design have such a severe ISI induced in a transmis-
the codes for those situations. sion path. So my gut feeling is that's the way

I have a fundamental point of difference to go, but I can't say that it really is ....
with both the Heegard and Wolf works. PICKHOLTZ: I agree with what you're
They're not really here and they would ar- saying, John. The question I had is that:
gue with me at length on this, as they have since, in the magnetic recording problem, you
in the past, but when you start running up do have this severe constraint of two-level sig-
the clock rate on the system there is a very nals, and therefore the only way you can go is
significant hit in equalization loss that you by some run limited coding pattern, it would
have to pay before you can -idd on a coding seem that your problem - you know, the gen-
gain. I have yet to see a code that anyone eral problem here - would be easier, but that
has come up with where we cannot design you might be able to take advantage in the
an uncoded system that would beat it signif- shaping characteristics of using some kind of
icantly. So it's still an open problem, as far run length limited characteristics in a multi-
as I'm concerned. level signal, rather than in a binary signal, as

I have one student in my group who works you have in magnetic recording.
- he's well aware of this difficulty - and he CIOFFI: That's an interesting - a number
came up with a code that did as well as an of people have raised that issue. I haven't
uncoded system, which is really nothing to seen any work along those lines yet, but I
brag about. But in this sense where you have would agree that if you could solve the bi-
to increase the clock rate, is the only way to nary problem then it might well apply to a
code, you pay this equalization loss penalty. multilevel situation where you might have,
Most of the coding approaches to that have, for clocking purposes or some other reason,
one way or another, avoided including that a constraint on the number of levels in your
penalty in the calculation. So I say it's an transmit - say 4 or 8 levels - rather than a
open problem at this point. I don't pretend continuum of levels which span the entire in-
to have it solved; I don't think anyone else terval. I still see that as, it's in the same
has it solved at this point. The work that framework as you guessed, as the other prob-
seems to be going the best along this line is lem, but I don't believe it's been solved just
by a couple of guys, Paul Siegal and Raznik yet. But I think if you can solve one, you
Karabed at IBM Research in San Jose, who can solve the other problem. It's a very good
understand this equalization loss issue. Of point that you raised, and that problem is
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just intrinsically harder at this point to solve when you really want to have a multichannel
because it has an additional constraint, with in the signal-to-noise ratio into independent
respect to the one that I was considering, decoders to be constant. Obviously the draw-

HALL: Ah, yeah, Dr. Peile .... back with that is throughput delay, having to
PEILE: The question is for John Cioffi unset the codes on each channel.

again, and he knows the question .... It would CIOFFI: Right, well, the reason for going
help to have the slide up with the multichan- to the crossblock coding if you have n tones
nel model up so people could see it. While here, you go across the block with the code
John is finding the slide I'll just say that he rather than put a trellis code on each one
mentioned the need for the possibility for in- is delay. That's the reason for citing that.
terblock coding, rather than have a bank of You say you've looked at the problem and
independent decoders, one for each channel. I have looked at a block code - if I remember
had a look at that problem about a year ago, correctly from your paper ....
I think about a year ago - I'll wait a second PEILE: It's a finite number of channels
until the slides are up. [PAUSE] That was where I had a ....
the one - that'll do at any rate. CIOFFI: ... over a finite number of chan-

CIOFFI: My comment where I put up this nels ....
summary .... PEILE: ... finite number of bits ....

PEILE: Yeah, the comment about in- CIOFFI: Yeah, and then you use a slightly
terblock .... different constraint. It may be possible to

CIOFFI: ... about interblock coding .... have other techniques that basically - I'll also
PEILE: Yeah, but that's the diagram I get to this - are as close to capacity as you're

wanted to look at .... going to get within the multitone framework.
CIOFFI: OK, sure. I wouldn't dispute that you can use slightly
PEILE: I looked at the possibility of hav- different design criterion and come up with

ing one code across all the channels rather the same type of result here.
than having several independent decoders, What I was referring to with the crossblock
presumably identical, I don't know. But I coding is when you use a block code, there are
had one code across sets, and instead of mak- basically some edge effects that occur that
ing the signal-to-noise ratio constant into the you either have to get rid of using zero stuff-
decoders I have tried to arrange the power ing or overlap save methods or some equiva-
levels so the signal + noise into them was lent to that. What I think I was referring to
constant, more or less. I then took the code is kind of designing almost a convolutional or
and adapted it to those conditions, so that trellis code that goes down this set and into
the output error in the decoder was about .... the next block, and into the next block after

CIOFFI: The output error rate was what? that ....
PEILE: Well, the point is that as long as PEILE: I believe that's possible ....

the cide was adapted to the input conditions CIOFFI: ... and you have different num-
they didn't have to be constant on each chan- bers of levels on each of these tones. This
nel. By doing that I found at least some is a problem that someone actually raised at
sets ,f conditions which seem to win; but it's Telebit - asked me if I knew a solution to this.
not clear to me when that is a winner and They were very interested in designing a code
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along those lines. So that's why I put up the CIOFFI: ... fixed block approach.
interblock coding. So I was more referring to PEILE: I think Vedat disagrees with both
a convolutional type thing, but would agree of us, but we'll find out this afternoon
that your method probably would get to this CIOFFI: Pardon?
same performance level. PEILE: I think Vedat disagrees with both

PEILE: Well, I think you could almost of us, but we'll find out this afternoon.
have a reverse concatenation, where you have CIOFFI: Yeah, well, we've had some
the inner code as a block code across the agreements and disagreements over the years,
channels, and then a convolutional trellis go- but I welcome that .... Are you going to ...?
ing along in time across the channels. BILL GARDNER: I think there might

CIOFFI: Right ... be a way to reinterpret your approach, and if
PEILE: ... Which is the other way around I'm right it may show a link to some earlier

the normal .... work. I think you can view, say, the convo-

CIOFFI: ... and the objective again is the lutional encoder and pulse shaping filter to-
delay, get the delay down, because into mul- gether as a linear periodically time varying
titone schemes are notorious. I guess I have processor. Also you can view the received fil-
the "T" and the "L" transposed here - I got ter, linear demodulator and linear decoder as
"mutlichannel" .... a periodically time varying processor.

PEILE: I'd also put out that you used to CIOFFI: OK.
call them "eigenchannels," which I thought GARDNER: And Graef - I'm not sure of
was a great name and now .... the pronunciation, it's G-R-A-E-F - in 1983

CIOFFI: Right, well, I was just trying to NATO-ASI (Adyanced Study Institute) did a
simplify. In fact, I put vector here, I didn't paper on "Joint Optimization of Periodically
really put tones and, of course, the best thing Time Variant Transmit and Receive Proces-
to do is not put a DFT-type thing there. sors," that I think may in fact be related to
There are better approaches - that's what I what you're looking at, by separately design-
call "vector coding," which will give you, for ing the encoder and a pulse shaping filter of
a given fixed blocklength, a higher gain than the transmitter.
the DFT approaches will. But you'll have CIOFFI: I'm not generally familiar with
to know what the channel is in designing the that work, but we did try that approach of
vectors, whereas the DFT-type vectors are in- jointly designing both together, and we're not
dependent of the channel. They converge to successful that way. This way you'll get as
the same thing as the blocklength goes to in- good a code as you're going to get. Use ei-
finity. But your - I wouldn't dispute your ther of the two techniques that I presented.
point at all, that there is, you know, proba- In fact, one of the agreements with Vedat was
bly other ways of designing the details of the last night at dinner. We agreed that that ap-
code so that you would achieve the best per- proach is probably the wrong direction, that
formance. And what I meant by interblock you cannot get the gains that you'd like by
coding was to get the delay down, but go from concatenating the two together. To the best
block to block in a finite-state type sense as of my knowledge, no one has solved that prob-
opposed to .... lem. I'm not familiar with this particular

PEILE: OK, that was .... work, but based on several intelligent grad
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students beating their heads at it, as well as polynomials from is my background in stor-
other people I know who've looked at that age. They are a set of polynomials called "ex-
particular approach, have not been success- tended partial response class," that people
ful. I just have a gut feeling that maybe that's like to use to approximate a magnetic stor-
not the right direction to go. But given that age channel at increasingly higher and higher
I haven't seen this '83 NATO study, I can't densities. The way you get higher densities
say for sure .... is to take the 1 + D factor and increase the

GARDNER: OK, and I certainly can't exponent on that. So that's just one particu-
either, but .... lar class, but what it represents is a series of

CIOFFI: ... just exactly what the gains increasingly low pass channels with more and
were. more severe ISI, which I used as a represen-

GARDNER: I want to look at it, anyway tative example to illustrate the point about
the distance to capacity increasing when you

CIOFFI: Well, certainly it would be a wel- have this more severe ISI in the channel.

come input to this study. One more question RICE: And the question for Brian was:
in the back? "On your multilevel, your multi-amplitude,

BART RICE: I had a question for both instead of the constant modulus, your multi-
John and Brian. I was interested in your pre- modulus algorithm, was that used to try to

coding polynomials. If I understood them equalize to the signal or to try to recognize

right, there were two that seemed conspic- the modulation type?" I was thinking about

uous by their absence, and those were the this after we talked yesterday. I think that

two that are associated with the duo binary the approach we took was to try to equalize

and modified duo binary. Duo binary should just using the constant modulus algorithm,
be 1 + D and modified duo binary should be and then try to recognize the modulation

1 - D. Neither one of them was there, and type using the amplitude distribution. So are

I wondered if there was some reason for that. you trying to equalize also using the multi-

Also, how you got the polynomials you got. amplitude distribution?

CIOFFI: OK, the reason the 1 + D and AGEE: Yes. More exactly, I'm trying
1 - D', which are the dual binary are not to extract that baseband sequence from the
shown is because they're exactly the same as noise and interference by using its multiple
the 1 - D channel, the AMI channel. The modulus. The reason why I asked you that
1 - D2 is basically 2-interleaved, 1 - D's on question yesterday was, one of the unan-
the evens and odds, so you'll get exactly the swered questions is, "What can you do if you
same result. Because (1 + D)(1 - D) is just don't know what those modulus levels are?"
1 - D2 , and it's going to be the same result. I'm curious to see if there's some way that the
In the 1 + D, the plus or minus sign really multiple-modulus approach can be combined
has no effect, it just shifts the notch from with the clustering approach that you're us-
Nyquist frequency down to DC, and they're ing, to look at the more general case where
completely symmetric. So the results would we just know it's a QAM signal but we don't
be exactly the same as the 1 - D channel, know what its levels are at. But, yes, it was

Now where I got - the second part of your basically .n equalization approach.
question - where I got these partial response RICE: I think that the ... we thought

315



about that and abandoned it because for also been able to prove, for certain kinds of
two reasons. I think (1) we thought that if environments, that the stationary points of
there was any performarice margin over the the algorithm are going to correspond to sig-
ordinary constant modulus algorithm that nal capture. However, the multiple modulus
it would be marginal; and (2) it depended algorithm has not at this point been simu-
pretty carefully on where you placed the lated, so I don't have any hard experimental
rings, the amplitude rings, because - espe- results. But the theoretical results look very
cially if you've got things coming from a de- good. My experience looking at the rapidly
modulated IQ point that came in between converging algorithms is that a lot of prob-
two rings - it seemed like the probability of lems that are associated with the CMA just
error was too great of sending the error sig- go away when you start looking at the rapidly
nal in the wrong direction. So we abandoned converging algorithms - problems with mis-
that fairly quickly, but maybe too quickly. adjustment and things like this.

AGEE: Yes, I think there is a potential HALL: If you formulated that in a least

for a problem there, and that's again one of squares, couldn't you go ahead and add the
the reasons why I'd like to see the technique exact ring positions or the exact modulus val-extended to do some kind of adaptive deter ues to the least squares formulation, and just

mination of those modulus levels. However, adapt on those also?

with respect to your comment that you think AGEE: I'm not quite sure I understand
that it's going to have marginal performance your question. I probably shouldn't havetha n oused the term "least squares." It's the ter-
improvement over the OMA, I disagree withmiooytaIdelpd

that because one of the notable properties of minology that I developed ....

the constant modulus or the dispersion di- HALL: Oh ....
rected algorithms is that they converge very AGEE: It's not really a least squares algo-
slowly for QAM signals. My interpretation rithm, it's more of an alternating projection
of why that's happening is that there is not a algorithm, and one of the projections is least
close match between the property that we're squares and the other one is a projection onto
trying to restore and the signal that we're try. the desired signal set. Given that, could you
ing to extract. We're trying to use a constant rephrase your question, or did that ...?
modulus property, but the signal doesn't have HALL: Mine pertained to a least squares
a constant modulus. So we have a residual formulation. You could just leave the mod-
error in our modulus variation, which slows ulus, you know, like for QAM or 16 QAM
adaptation. The idea here is that the multiple you have three modulus positions, right? You
modulus approach is going to remove that er- could leave those as unknowns and solve for
ror and it should accelerate our convergence, those in your least squares formulation.
The other thing is that I developed this ap- AGEE: Ah, possibly. You have to be care-
proach in tandem with the least squares al- ful though to avoid a trivial solution. The
gorithm, which should further accelerate con- algorithm might just set all the modulus lev-
vergence of the algorithm. I have to say that els equal to zero, and then set the processor
most of my results in this area have been the- weight equal to zero, and then the cost func-
oretical. I have been able to prove mono- tion becomes equal to zero. So you have to
tonic convergence of the algorithm; I have be a little careful.
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I encountered the same problem with one of decision circles closer and closer together. It
the other algorithms that I call the "adaptive becomes more and more sensitive and we said
modulus algorithm," which works on this al- heck, so we ended up with sort of two ends of
most periodic property of the modulus. I was the scale - Godard at one end that was excru-
able to overcome that by dividing through by ciatingly simple, and then decision directed
the mean square error of the modulus itself. at the other end to handle the very high con-
Unfortunately that's a lot more difficult to do stellations once Godard had stabilized.
for the multiple modulus algorithm. If I kind AGEE: It just occurred to me that one
of wrote it out for you it would be easy to possibility is to do some kind of a variation
see, but it's just that the minimization prob- on the reduced constellation algorithm. We
lem is very difficult if you turn it into a ratio might still be able to get some performance
of two time averages instead of just a single improvement if you choose a set of rings
time average. And then, John .... which is fairly dose to certain concentration

TREICHLER: Was he just trying to get of rings. You know, deliberately choose a
out of the rest of the answer, or did he just smaller number of rings. I guess I didn't quite
oud of the rothanser, or dnd h e- answer your question. My answer is I don't
hand me the microphone? I wanted to re- know, I think it's an interesting idea to try

spond a little bit to Bart's comment. I men-
to adapt the modulus, and again that's why

tioned to Brian a few minutes ago that Monty t dp h ouuadaanta' hI was asking Bart Rice yesterday if he looked
Frost was the one who came up with that at any kind of clustering algorithms. I'd like
known modulus scheme, exploiting the case
where there's a known deterministic modulus to se some hn n that.
variation. The varying envelope has no in- SCHOLTZ: Thank you, Dennis. Since
formation, but it destroys the constant mod- I don't work in this area I'll probably have
ulus property. Also, in a little internal tech to ask some dumb questions for the rest w
note he wrote in '82, '81, '83, sometime back the crowd that's being quiet. I don't know
in there, he suggested this multiple modulus they're staying quiet. [LAUGHTER]
scheme for working what were in the trade You're talking about, for example, the con-
known as V.29 modems, which at that time stant modulus algorithm, and you have this
was considered to be a very hard problem. function that you'd like to minimize - I've
We actually did a little simulation work on forgotten exactly what is the (modulus - 1)
it, not a great deal, and found that in fact quantity squared, or something like that. I

it worked very nicely and it did in fact work can think of all sorts of other functions which

faster than pure Godard or CMA. The reason you would like to use. Now, why have you

we abandoned it was not that it didn't work, chosen that particular one? Is that a com-
but that it didn't converge order of magni- plexity issue or is it a performance issue, or
tudes faster than Godard. On the other end has anyone looked at all the other possible

of the scale it was a little bit more sensitive in functions that you could use to adapt on?

terms of where you chose the decision levels. [PAUSE] Is that a dumb question?
But the big killer is we wanted to general- AGEE: No, it's not a dumb question; in
ize upward. We wanted to go not just at 16 fact, a large part of my research has been to
QAM, but 32 and 64 and 128, and it gets try to determine which of these is best. There
messier and messier as you try to pick these are several constant modulus cost functions;
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at ARGOSystems, we generated what we call tle bit more robust if you don't know exactly
the "general p-q constant modulus cost func- what that signal feature is. So I guess my
tion." One of the questions that has remained answer is is that there are a lot of different
unanswered is which one is best. And there criteria, and depending on which criteria you
are different ways you can look at "best." use one algorithm is better than the other.
From an implementation point of view I be- TREICHLER: Let me amplify with one
lieve the 2-1 and 1-1 constant modulus algo- minor comment. We've formulated that gen-
rithms are easiest to implement, and I think eral p - q description because in fact there
John is going to probably want to say some- was a great deal of argument in the begin-
thing on that where the p - q cost function is ning. For the 2-2 case, even I could differen-
given by < (IyIp - 1)q >. tiate the cost function, and so that's one of

From a performance point of view or from the reasons why we use that. My interest in

an implementation point of view the so-called the 1-1 algorithm is you're taking a magni-

p - 1 algorithms, which take the magnitude of tude, subtracting, and taking another magni-

the signal to the pth degree -1, tend to be the tude which, if you come in with 8 or 10 bit
easiest to implement. However, the 2-2 CMA edata, means that from a numerical point ofeiew you're not doubling the wordlength or
is the one that's been analyzed the most be- n
cause it involves just second and fourth order quadrupling the wordlength. So that was my

moments, so people can say a lot about it. interest originally in pursuing the 1-1. We

The 1-2 algorithm has still other advantages - sort of ended up with these ones where you
square once and magnitude once as a com-

I personally like that one best because it has a
very interesting form. You can formulate it s promise between understanding the 1-1 and

that it looks a lot like a demod-remod type of 2-2 algorithms and making them reasonableto implement. You can do other things like
algorithm. Also it fits very well into the prop- m nt of the lo othe a gnitud e

erty mapping viewpoint, which allows you to magnitude of the log of the magnitude, and

develop rapidly converging adaptation algo- just all sorts of - I mean, you can do almost

rithms. Also, you can formulate the blind anything. Nobody really knows anything to
signal estimation problem in such a way that say what's better than the other, other thanthe ones Brian has looked at in detail.
you can derive a maximum likelihood esti-
mator of the signal, if you have an antenna AGEE: I had one last comment and that is
array and you've got temporally wide inter- that if you formulate the blind adaptive prob-
ference, and you can show that the optimal lem as a property mapping algorithm, then
algorithm optimias the 1-2 cost function. So you basically get one cost function form. So
in some cases that algorithm appears to be a lot of that problem goes away. Of course,
best. On the other hand the analysis work there might still be a better form out there
that I've done shows that all of the p - q for a given implementation, so you shouldn't
algorithms have stationary points that cor- necessarily depend on it. But a lot of that
respond to capture of the signal as the col- does go away. So I'm kind of settling on the
lect time grows to infinity in certain environ- 1-2 algorithms for that reason.
ments. That's kind of a really interesting re- SCHOLTZ: I have one other comment.
sult. If you do a little bit more analysis, it I've just read a few papers on these subjects,
looks like the 2-2 algorithm is possibly a lit- and I always thought that it was very inter-
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esting in Widrow's algorithms, for example, the rest of the crowd in here seems to refer
that you need the signal that you're trying to it. It's exactly the same algorithm as Go-
to get before you can do anything, which dard's. The two names came from two differ-
leads you to the decision-directed ideas. The ent application areas. John Cioffi and I were
beauty of the CMA algorithm is that you re- talking about this the other day, and there
ally don't need to know much about the signal were at least four or five people at four or
in order to be able to build this device, five organizations at the same time in the late

I'd like to hear a little bit more about '70s kicking around the same problem, most
some of the other reference signals and how of them unknown to each other. In the mo-
you would apply them. How would you use dem world, as they went from QPSK and 8-
cyclostationary-stationary, for example? I PSK on up into QAM, there was a real ques-
think you mentioned that in one of these tion of how in multi-user networks to attain
blind equalization schemes. Is that a lead- equalization of an equalizer without having to
ing question? [LAUGHTER) In other words, go back and ask for training again from the
how much information do you really need to transmitter. People at AT&T Bell Labs were
know to apply that particular approach? working on it, people at IBM were working

AGEE: I guess I'd say I should probably on it. The group I was in wasn't working on
talk about that off-line, because I could go on that; we didn't even know about those peo-
to that for awhile, and I wouldn't want to do ple. We were trying to solve another problem
that! for a classified customer, and that was try-

SCHOLTZ: Could you answer just one ing to recover FDM/FM signals from a world
specific question. How much do I really need of noise interference and multipath. In our
to know about the modulation format in or- case it was a really simple - well, it took
der to make that system work? In CMA all I us years to figure it out, but once you know
need to know is that it's a constant envelope, the answer, everything is simple. We went in
How much more do I need to know to handle looking at all sorts of maximum likelihood,
the cyclostationarity approach? channel modeling, channel estimation, and all

AGEE: I actually think I can do that in sorts of things like that. Finally, literally lateone night, I said, "Hmm, we know exactly
a few viewgraphs. Essentially all you need to one tig a bou h i , n d tatli
know is one or two properties of the signal, that it is FM, and it ought to have a constant

such as its baud rate or the fact that it's a evlp i wond if oucanouse a o t
BPSK signal or a QPSK signal. Let me just envelope. I wonder if you can use that?" OK.
pt signapor a PSK tod sa te jut .this was in the late '70s sometime. That'sput up a viewgraph to demonstrate that..eaclthsaeimtewokasgign

it'll take me a second to find it. You might exactly the same time the work was going on
want to ask someone else a question while at Bell Labs and IBM and other places. Itwamtyint to skfsone thele aueston wle got published on that side and known as Go-
I'm trying to find them, just to keep some dard's algorithm, because he's the first one

ntiity, Thwho got it into a conference and then into a
REdy There'roomwants o oub she- paper. In our community it was classified for

bodyin he rom antsto now hy hena couple of years and finally bubbled up in the
John Proakis put up his description of all the early 1980s, and it all depends on which com-

blind algorithms that existed, not mentioned early yos and it a s o which com-

on that list was constant modulus, yet half munity you came from as to what you call it.
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AT&T is now looking at it in the microwave of cyclostationarity they do have. Almost any
modem area as well. But they are the same PCM signal, for instance, is going to have cy-
thing. clostationarity at its symbol rate, or it's go-

PROAKIS: May I just add to that, John? ing to have self-coherence and multiples of
Seymour Stein and I and a couple of his peo- its symbol rate. So in order to implement
ple at Stein Associates in the early '70's were this algorithm, all that we need to know is
doing blind equalization for DPSK signals, what the symbol rate of the signal is, which
long before the term "blind equalizer" was we have in a lot of applications. The algo-
coined. So I have a feeling that the work rithms that we've developed right now can
in the classified literature probably long pre. do a pretty good job of detecting the signal
dates some of the things that were subse- if we know the baud rate of the signal of in-
quently published by Sato, Godard and oth. terest to within 1% accuracy. The additional
ers. parameter needed to configure the processor

TREICHLER: I actually believe that is the conjugation control, which is dependent
Gauss did it as part of a [LAUGHTER] clas- on whether or not we want to exploit what we
sified document. call the "conjugate self-coherence feature" or

SCHOLTZ: Maybe it's time for some of the self-coherence feature of the signal.

you older people in the field to sit down and The optimal processor essentially solves a
write a history of equalization or something generalized eigenequation. The rank of that
like that. eigenequation tells you the number of sig-

AGEE: OK, Slide AGI-19 shows the nals that are self-coherent at the target a,
block diagram of the cross-SCORE processor, while the eigenvectors in the signal subspace
which is one of the self-coherence restoral pro- of that eigenequation correspond to capture
cessors that we've been investigating at UC- of each of the signals in that environment un-

Davis. The processor path takes the signal, der pretty general situations. In Slide AGI-

and passes it through a bearnformer to get 22, we set a = 4 MHz and basically captured
our output signal. The reference path forms a BPSK signal and ignored everything else;
a crude reference of the signal of interest. The setting a to 3 MHz caused the algorithm to
main controls consist of a filter bank, which capture the QAM signal and ignored every-
can be a delay line, or some kind of a filter, thing else. In Slide AGI-23, we replaced that
or a straight line, for instance for Nyquist- 16 QAM signal by a BPSK signal with a dif-

shaped signals. The filter output signal is ferent roll-off, but the same baud-rate at the
then multiplied by a sinusoid and optionally first BPSK signal. As this slide shows, one
conjugated, and then passed through what of the modes of our eigenequation captured
we call the control beamformer. The only one of the signals; the other mode of our
two parameters tl-at really determine the cy- eigenequation captured the other BPSK sig-
clostationarity property that you're looking nal. So we don't need to know much about

at is a, the frequency shift parameter, and it.

this optional conjugation. All that you re- HALL: Let's see, I had a question for John
ally need to do is look at the various sig- Treichler. Something I asked him months ago
nals that you're searching for and figure out was on adaptive IR filters. Did you bring
where are they self-coherent, and what kind anything on those at all or ...? We only have
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20 minutes left; I don't know if you can go cients rather than more, then everything gets
into it. better. So there was a fair amount of work

TREICHLER: I have some viewgraphs, I done on this. I haven't even begun to touch
can do it in 5! on all the people who did various things,

HALL: OK, that'd be great. I'd really like and I'm just trying to hit a few of them.
to see that. Some people looked at taking the LMS algo-

TREICHLER: Nobody believes that! I rithm and extending it very straightforwardly

can hear the snickering from the crowd. into a direct form IIR filter; some of the

[LAUGHTER] Watch the watch! early ones I've mentioned here. Some people

It's really a pretty easy topic to talk about looked at again taking the least squares, tak-

because it hasn't gotten very far. I'm going to ing the squared error approach, but, instead

repeat Brian Agee and make a complete fool of just using LMS, preserve the whole equa-

of myself fumbling through viewgraphs here. tion for the gradient and recurse that. Sam

[PAUSE] [I found the one to start with, I've Stearns, Stan White, Nasir Ahmed from the

dumped three on the floor and] ... [VIEW- University of New Mexico all looked at var-

GRAPH #11]. ious schemes like that. Other people looked
OK, I've organized this sort of the same at them from a completely different point of

way. What is R adaptive fitering? Who view, of ARMA and ARMAX modeling. Ben
Friedlander, Martin Morf and a whole bunch

cares? What was the promise? Why do peo- of other folks at Stanford and other places
ple want to look at it? looked at that. Rick Johnson, Mike Larimore

The idea of IIR filtering and the reason and I have looked at some other methods.
why a bunch of people have worked on it We were using some nonlinear stability the-
was that here was another methodology that ory ideas that were being promoted in the
promised to considerably reduce the compu- control world. So all sorts of people have
tation in equalizers or adaptive filters when looked at it, and what I'm fumbling here for is
you were trying to model resonances or corn- the next viewgraph. Got it! [VIEWGRAPH
pensate for spectral nulls. If somebody has #12]
built a signal and transmitted it through a
channel that had spectral nulling, for what- But in fact not much has come of it, and
ever reason, if I could do just the right IIR why is that? Well, it turns out that analyti-
filter I could compensate for that. If in fact cally it's a real mess. Those people who have
I was doing, say, an adaptive line enhancer, had success with it have found ways to repre-
as they call it in the sonar world, where I'm sent the problem as multichannel FIR filter-
trying to look for resonances or very narrow- ing by various tricks and contrivances, and
band signals and I would like to model those I'm sure Ben Friedlander will get me later for
as little resonances, then maybe I'd like a fil- saying that. The methods that have actu-
ter that is built that way. ally been used, people have had to simplify

The other thought is that perhaps I can get them rather considerably. A fellow named
filters with very, very long impulse response, Paul Thompson at Sandia Labs came up with
but with very small dimensionality in terms a method that has been used where you adapt
of the number of coefficients. Its the gen- the zeroes and you lock the poles in to sort
eral rule that when one adapts fewer coeffi- of follow along on the same radius but back
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off the unit circle some. There you can sir- and there's ever any chance of the channel I'm
ply look at it as an FIR filter and every- equalizing being non-minimum phase, even if
thing's cool. Probably the most practical and I've solved all the problems from the conver-
common use of it right now is the CCITT gence and convergence rates and all that sort
ADPCM algorithm, that basically uses lin- of thing, the adaptive IIR equalizer wants to
ear predictive filtering in order to reduce the put poles outside the unit circle. So IIR filter-
dynamic range of voice signals. You can get ing appears to be a computational panacea,
the VLSI chips to do this and so forth. They but then you go look at it and say, "This is
use adaptive IIR filtering: 6 forward taps and crazy, I can't guarantee that my channel is
2 feedback taps, only 2, and those are badly minimum phase," and therefore that my IIR
constrained; they don't want them to do any- equalizer will remain stable. Realizing that
thing bad. They constrain the maximum ra- then you don't even consider it any further.
dius, and all sorts of other things about them.
So that's not exactly like you really trust the Let me show you one place where it has
algorithm, OK? I'll show you a picture in a proved useful ... I may never find the view-

minute of some other areas where people have graph again ... there's one on the floor ...

melded I-pole IIR filters, which it turns out aha, I see it [VIEWGRAPH #13] ... is to

you can say a fair amount about analytically use it in a situation like this: one of these

and you can prove work, and you can guaran- transmultiplexer-based or channelized inter-

tee their stability. I'll show you that picture ference cancellers. Think of a situation where

in a minute. I've got my signal broken into a thousand bins
already - I've already used the big transmul-

What have been the problems? Well, there tiplexer - but the interference is even nar-
are two analytical problems which I'll talk rower than that. Let's consider a practical
about first. It turns out that these things are problem where these bins might be a kilohertz
hopelessly hard to analyze by people like me wide. But the interference I'm actually going
who like nice, simple least squares problems. at is a push-to-talk carrier, and the carrier's
It's hard to solve for the properties of them; come up and he hadn't even gone into mod-
the solutions are hopelessly multimodal. It's ulation yet. Very typical, you punch the but-
hard to come up with schemes that have guar- ton, you click the mike twice, or you punch
anteed convergence. People have come up the carrier and you finally remember what
with various schemes to do it. As I say, Rick it is that you're going to say, and then you
Johnson and Mike Larimore and I did some finally start talking. For the first couple of
based on stability theory, where you can in seconds this thing can be a sinusoid. I can
fact guarantee convergence. But you need to view this carrier just as a sinusoid waveform,
know so much about the system that you're very narrowband, and I put a single IIR filter
trying to model, that you may have well have in there or a single IIR filter - I didn't show
done something else instead. You need to it here, but with a zero on it - and adapt
know enough ahead of time to trick the algo- just these two coefficients? I can move that
rithm into being stable. And there are other zero and pole right over to where I want that
schemes for doing it, but all of them have signal cancelled, and instead of knocking out
their hard parts. But the real killer has been the whole bin, the whole kilohertz wide bin,
that if I want to build an equalizer out of this, I can only take out a couple hundred hertz
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or even a few hertz with something like this. can point to the ADPCM and I can point to
People are using this and it does seem like a this, and there are placc. where it looks IR.
good idea. You get around all the stability In fact, the whole point of this is to reduce
problems because all you have to do is con- the paramaterization to a negligible level to
strain the feedback coefficient to have mag- where you can use that scheme.
nitude < 1, and because you've only got two I should point out in passing one of the
weights, it's simple to converge. People have limitations of the transmultiplexer method is
been actively looking at schemes like that. you have to make some guess once of what
But other than that, IIR adaptive filtering the right bandwidth is for the bins, OK? And
is almost stillborn as a field, you're always wrong - some signals are big-

CIOFFI: In this case where you're doing ger, some signals are smaller. Using one-pole
this type of thing to do an IIR, the FFT ma- IIR filters is a way of keeping your FFT from
trix is probably just doing the eigenvalue de- having the bins too small. You can go after
composition, and all you're doing is knock- individual very narrowband interferers with
ing out the singular values which are small or simple IIR filters like that.
large. It really isn't an IIR filter; it's just an- PROAKIS: I would like to offer an alter-
other instance of these maximum likelihood native solution to the problem of IIR filter-
detection type techniques where you form a ing. There is another structure for an adap-
correlation matrix and knock out the small tive filter which really has not received suffi-
eigenvalues. So .... cient attention. This is a so-called frequency

TREICHLER: Precisely. sampling version of an FIR filter, which con-
CIOFFI: I would fall in the line that the sists of a comb filter in cascade with a par-

IIR filter is probably, you know .... There allel bank of resonators. These coefficients,
aren't any good applications other than the which can be adjusted, are identical to the
G.722 thing that you're talking about, which DFT coefficients. So they're simply a trans-
is constrained. Because of the fact that formation of the time domain FIR filter pa-
it's just an ill-posed problem. If you take rameters. The nice property of these coeffi-
into constraints what's available to you, then cients is that in a sense we obtain orthogo-
maybe you can do it. But generally speak- nality in the frequency domain through this
ing there really isn't a good solution because mechanism, and we can adjust the DFT coef-
it's just ill-posed. It's more of a data corn- ficients independently. If we can put notches
pression problem than it is an IIR adaptive in the spectrum, we can also put bumps in the
filtering problem, because you're trying to re- spectrum, depending on what it is that you're
duce the number of parameters that you use trying to do. We can use this for equalization
to model a system so it falls in the data com- purposes as well as for tone excision purposes.
pression range, and is ill-posed as a filtering I think that this structure is probably more
problem. suited to the kinds of things that you're try-

TREICHLER: I don't have any problem ing to do with IIR filtering, and I offer this
with that assessment at all. I'm simply trying as an alternative.
to point out that when I go through and say TREICHLER: I completely agree. But
there are no practical applications - in fact I wanted to share just one other bias with
if you want to be perverse about it, yeah, I you as we pass through here. In my profes-
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sional life, I avoid IIR filters like the plague the filtering alone, much less in the measure-
si:nply bccause of dynamic range and finite ment of the error function. It was suggested,
word-length considerations. So if there's ever what if I window the FFTs? Every time you
any FIR way of doing anything - feedforward, do that you're introducing more bulk delay
pipeline, that sort of thing - that's the way and more transport delay, and you get into
we typically build things. But I completely further trouble with that mechanism.
agree analytically with what John has said LLOYD WELCH: Is this a long table
about this alternative approach. discussion or do you want me to sit ... ?

AGEE: I have a question for John Treich- LAUGHTER]
ler. This is Brian Agee. Going back to your VEDAT EYUBOGLU: I want to make
original talk, the one you gave in the first half, a comment that is related to the shaping gain
you talked a lot about the particular prob- that John Cioffi talked about and blind equal-
lems that the transmultiplexer-based filtering ization. It seems like, based on recent re-
had as far as transport delay and screwing search, soon we may be seeing signal con-
up the poles and everything. How much of stellations that have non-uniform distribu-
a problem occurs if you look at just FFT- tions, distributions that are close to Gaus-
based techniques - overlap and add, that sort sian. On the other hand we know that if the
of thing? Do any of these problems crop up? constellation is exactly Gaussian, the output

TREICHLER: Absolutely. It's only a of the channel does not contain any informa-

matter of degree. The first picture that I tion about the phase of the channel. On the

put just had the FFTs, had a fast convo- other hand it seems like ... so it would be im-

lution/fast correlation method. You end up possible to do blind equalization if the input

with a little bit of transport delay there sim- constellation was perfectly Gaussian. On the

ply because you have to gather up the data other hand it seems like one could use that to

into blocks in order to do an FFT, and then our advantage in applications where we are

you have to read it out the other end. If trying to avoid being detected. That is, try

it actually takes any time to compute any- to use a constellation that is, as a distribu-

thing like the FFTs you end up with more tion, as close to Gaussian as possible. Would

transport delay. Any time you have delay in you like to comment on that?
any of these schemes, it causes you problems TREICHLER: First of all, I can't corn-
with the updating. And while I'm here I also ment about all blind equalization methods
have concerns that the fancier and fancier you because I haven't looked at them all in equal
make your property restoral method of esti- detail. But it's definitely guaranteed that the
mating - looking for a baud tone, looking for dispersion direction - Godard, CMA or what-
a pilot tone in an FDM baseband - the more ever - will definitely fail if the signal is Gaus-
you have to narrowband to find something, sian. As a matter of fact Brian and some
you're going to introduce more delay yet. guys at our place have actually got formu-
This is a problem we have to deal with be- las in terms of the kurtosis of the constella-
cause we'd like to use these fancier schemes. tion that says if it's less than this, it works;
The only reason I focused on the transmulti- and if it's greater than that, like Gaussian,
plexer design is that it sort of represents the it doesn't. So yes, I would agree with you
limit of the most delay you would throw in, in that Gaussianity in the signal constellation
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is going to make it less detectable and more do blind adaptation at the other end? You
wonderful, but it's going to make life very dif- know, you can go both ways on that, I guess.
ficult for people like me. How can you make it hard to intercept, how

AGEE: I want to comment on that too. can you make it easy?
There's a paper by Benveniste in the Trans- EYUBOGLU: Well, it seems like I agree
actions on Automatic Control, 1980, where with you that it would be very difficult
he just discusses the general problem of sig- to achieve a perfect Gaussian distribution.
nal identification on Gaussian channels, and However, it seems on the other hand quite
he comes to the conclusion, as you've said, easy to achieve constellations that have
that if the signal is Gaussian, if the distribu- non-uniform Gaussian-like distributions. So
tion of the signal is Gaussian, then you're out as you approach the Gaussian distribution,
of luck, and I would agree. I suspect the detectability is starting to

However, I would also say that some of the become more and more difficult on non-
comments that Seymour Stein male yester- minimum phase trials.

day about how it affects the ability of the AGEE: I would agree.
communicator to do his job also apply here. CIOFFI: I'd agree also that the technique
As you make the signal harder and harder to - especially, Vedat is asking the question be-
intercept, you also make it harder and harder cause of the new methods from Codex, called
for you yourself to receive. So there's kind "trellis shaping," which basically will give you
of a fundamental paradox that I think you're that close to the Gaussian type distribution.
going to have difficulty overcoming. The input is still an i.i.d. type sequence, so

A third comment I want to add is that couldn't that be exploited rather than the
there is one direction to go in if the amplitude Gaussian? In other words, you have basi-
of the signal is Gaussian, and that is that the cally white Gaussian noise as the input to
self-coherence restoral techniques are not de- the channel, and what you see on the output
pendent on the amplitude of the signal. They is then at least of magnitude characteristic
will work for certain applications - in partic- of the channel, which could then be used to,
ular for antenna arrays - if the modulus of at least, get an initial guess at the equalizer.
the signal is Gaussian, as long as the signal You wouldn't get any phase information that
has second order cyclostationarity. That can way about the channel, but the magnitude
be gotten around, as Mark Wickert said, by would still be there.
reducing the excess bandwidth of that signal. EYUBOGLU: It's going to be there. The
But if you do get down to lower excess band- phase information, that will be impossible to
width, then I think there are directions to go extract because the output of the channel is
in exploiting higher order cyclostationarity of going to be a Gaussian signal, which is going
the signal. to be perfectly described by its power spec-

The other question that I'd like to ask is tral density. It's not going to contain any
if you want to design a communications sys- information about the phase or the channel.
tem, and you want to make that system low CIOFFI: I agree with that. You'd only
cost, is there a way you can design a system have the magnitude.
and deliberately build in some known signal TREICHLER: Let me just say that there
properties so that you can make it easy to are still some games you can play.
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HALL: John can solve your problem, no alternative to modulus restoral approaches, I 3
matter what! D:. Peile has a question. just wanted to briefly remark since most of

PEILE: Yes, Rob Peile. The subject came you probably aren't familiar with this idea
back to making an interceptor's life difficult, to show you the analogy to something that i
though Vedat's raised a point. There's an- you probably are familiar with. This is the
other point that occurred to me. If you take adaptive line enhancement technique to sep-
the block lattice approach to coding and mod- arating broadband signals from narrowband
ulation - you plot a set of points in, let's signals. Spectral line enhancers simply ex-
say, 24 dimensional space - normally you ar- ploit the fact that narrowband signals have
range things so the two dimensional projec- temporal coherence, that is they're correlated
tions are nice and structured, so you can treat with time shifted versions of themselves with
it as a sequence of complex samples from a relatively large shifts, whereas broadband sig- 3
nice, structured QAM constellation. If you nals are uncorrelated. So you can process the
applied a unity transformation of some sort combination uf those signals to restore this
to the sphere packing or lattice points, you temporal coherence at an appropriate timen
would still have the same Euclidean distance shift to separate the broadband and narrow-
properties, it would be marginally harder to band signals. The analogy is that in the spec-
demodulate transmitter/receiver (not much tral self-coherence algorithms we're looking I
though). But if as an interceptor you were at, all cyclostationary signals are correlated
treating it as the sequence of points from two with frequency shifted versions of themselves,
dimensional constellations or complex sam- but only at distinct :equency shifts corre-
ples, it would be really unstructured. It sponding to periodicities of cyclostationarity
wouldn't look like a QAM constellation, and like baud rates and carriers and so on. So by 3
in any particular sample the projections or picking the right distinct frequency shift and
coordinates would just look like a mess. I restoring spectral coherence of that frequency
think that that would be easy to do, hard shift you can separate various cyclostationary I
to intercept, unless you started treating your signals. Thank you.
samples as multidimensional quantities. Peo- HALL: OK, I'd like to thank the speakers
pie agree with that, any comment? for a most entertaining session, and being so I

HALL: Yeah, that makes sense to me. cooperative in the time limits made my job
That's another level of complexity that the very easy. 3
communicator would add, which you may SCHOLTZ: Very briefly, Item No. 1: If
want to add anyway for coding purposes. the weather gets inclement, if it's too cold,

PEILE: I think it would be really easy to we'll just move the cocktail hour in probably I
implement over, up and above the cost of im- to the Chiricahua Room, which is where the
plementing the thing anyway. banquet is going to be tonight in the main

HALL: OK, let's see. Oh, Dr. Gardner - building.
is it short? I have to get on a horse at 1:00 No. 2: I'd like to talk to the session chair-
and I want to eat first, so .... [LAUGHTER] men for just about one minute up here so 3

GARDNER: Since the spectral self- Dennis can get on his horse, but I'd like to
coherence restoral approach that Brian has reach you. I'd like to make sure that all of
mentioned briefly does seem like a promising you come to the Wrap-up Session tomorrow. I
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After the two talks I'd like to have a critique
of the ;vorkshop and I'd also like people here,
after hearing all this, to say, "Gee, what's left
to be done, where should basic research go?"
in sort of a broad way without giving away
all your favorite secrets.

The last comment is we've had a lot of ex-
tra viewgraphs that have come up outside the
regular ones; I hope you'll also send copies of
those so we can get them into the record.

Thank you all very much, we'll see you at
i 3:00.
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ROBERT PEILE: Let me start by in- COM, VHF or HF) - and where there might
troducing the panel; Vedat Eyubolgu from be a threat of jamming.
Codex, Allen Levesque from GTE, myself Error correction designed for a benevo-
from USC, and Seymour Stein from SCPE. lent regime is not suited to an unbenevolent

I'm going to take a minute just to com- regime. There's a whole slew .f techniques
ment on the name "Adaptive Coding." This which are appearing and have appeared. You
is probably the most ill-defined subject in can start off with Chase's code combining as
this workshop, in that adaptive coding means an important concept. Then you talk about
a lot of things to a lot of different people. hybrid ARQs, Type 1 and Type 2's, and
So I feel the need just to explain, just to then combinations of Type 1 and Type 2's.
talk about the phrase "adaptive coding" for They seem to be appearing all over the place;
a minute or two. I don't particularly want to there are a large number of different pro-
define it because I think it's too early, but I tocols appearing under different conditions.
wanit to delineate some areas. Under some conditions they give very high

The first area (which also came up in John throughput and under other conditions they

Cioffi's talk) is that adaptive coding means don't. That's a big motive for adaptive cod-

something in discussion of the bandlimited ing, to try and get better data communica-
channel. A lot of people made the point that tions in tactical military communications. I

if you want to continue the gains in the ban- once pointed out flippantly that mobile com-

dlimited channel beyond trellis coded modu- munications tend to have mobile channels.

lation, you do not design a black box contain- Allen Levesque is going to review some of

ing an equalizer and a black box containing a these coding techniques and put them into

coding and modulation device; you mix them perspective.

up a bit. The first adaptive coding talk of this Another point people tend to forget is that,
afternoon, Vedat's, is very similar in flavor to even if you look at what's available off the
John Cioffi's talk. In fact John could have shelf this moment, there's an awful lot of for-
been in this session and Vedat could have ward error correction available. Qualcomm
been in that session, it doesn't really make offers a chip with 4 or 5 modes of operation;
much difference. The point is that one can other companies are producing competitive
design coding with equalization and adap- chips. You can go to Cyclotomics and buy
tive equalization, and people call that adap- a box with dozens of codes in it. If you start
tive coding. The motivation is clear enough: to concatenate them, there are literally hun-
we're trying to get the last ounce of capac- dreds of codes you could use. This is the good
ity out of the channel under less than ideal and the bad news. I have heard a lot of people
conditions. say that they don't want hundreds of codes,

Another motivation for adaptive coding - they want to have something that's useful to

and what a lot of people refer to as adap- them. They don't want to train specialists,
tive coding - is that people wish to take data they just want to have something that helps
communication networks out of their original them. There's an operational requirement to
environment, which was a benevolent office try and automate the process of coding, and
regime, and put them in places that they were that's more in line with my talk.

not designed for - over radio networks (SAT- So these are three areas called "adaptive
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coding". But, of course, "adaptive coding" the same kinds of gains that you can on flat
is part of a bigger thing called "adaptive sys- channels, on distorted channels, without sig-
tems". The final speaker, Seymour Stein, is nificantly increasing the complexity.
going to talk generally about which corner of [VIEWGRAPH #2] First I want to state
the big picture he sees adaptive coding fitting the problem. This figure is very similar to
into. Hopefully, this will lay the foundations the one that John showed earlier today. Ba-
for a good discussion. I feel that, as this is an sically we have a channel that consists of a
emerging area, the discussion is probably at linear filter and Gaussian noise, white or cor-
least as important as any other area, maybe related, and we have a transmitter and a re-
more so. It would be interesting to have some ceiver. The transmitter includes an encoder
input. whose output is generated at the baud rate,

OK, so with that rough overview, I would 1. The sequence that is generated (by the
like to turn over to Vedat .... encoder) is passed through a transmit filter

VEDAT EYUBOGLU: Coding and that provides pulse shaping. At the output of
Equalization the transmit filter we have an average power

Thank you, Rob. [VIEWGRAPH #1] constraint. In the receiver, we have a receive

Since the introduction, by Ungerboeck, of filter whose output is again sampled at the
trellis coded modulation schemes around the baud rate, and a decoder that tries to es-

late '70s and early '80s, we have seen a con- timate the bits that were transmitted. The
siderable amount of work trying to extend main assumption here is that Gaussian noise

Ungerboeck's studies. In part these exten- and linear distortion are the dominant im-

sions focused on new codes to improve the pairments that we are trying to deal with.
coding gain. In fact codes were found that This is typically the situation on voice band

offered some modest improvement over what modems, for example.
Ungerboeck had described in his original pa- I'm going to restrict my attention to modu-
per. Apart from that, it seems to me, one of lation schemes that are single carrier. I want
the important observations was one made by to do this because most modems use single-
Forney, who showed that the gain that can carrier schemes and therefore there is much
be achieved with a coded modulation scheme more experience in them. Also, as John ex-
can be separated into two parts. One is a plained earlier today, single-carrier systems
gain that is due to the fundamental trellis can achieve the same amounts of gain that
code; the other is a smaller gain that can be can be achieved with multi-carrier systems.
achieved by properly choosing the boundary The problem that we are trying to solve
of the signal constellation. Forney called the here is to design an encoder-decoder pair, as
latter the "shaping gain." well as choose these (transmit and receive)

More recently, and as you've seen in John filters, so that we can maximize the bit rate
Cioffi's talk earlier today, there is some signif- when the probability of error and the com-
icant interest in extending coded modulation plexity are restricted to lie below certain lim-
schemes to channels that not only have Gaus- its. As it turns out, we don't have to re-
sian noise but also introduce linear filtering design the encoder-decoder pair; we can use
on the transmitted signal. Here I'm going the same codes that have been designed for
to introduce a new scheme that can achieve white Gaussian noise channels. As I'm going
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to explain, with proper precoding operations, have been discovered in the last couple of
these codes can be used on distorted channels years. Again, I'm focusing on single-carrier
as well. systems. You can see that the first three

[VIEWGRAPH #3] First, I'm going to in- schemes are the ones that John Proakis de-
troduce a classification of applications. The scribed: linear equalization, decision feed-
scheme that I'm going to describe and the back equalization, and maximum likelihood
multi-carrier one that John described require sequence estimation. All three could be used
knowledge of the channel at the transmitter. in a coded system.
If such knowledge is available, and if in addi- Linear equalization is the simplest. It can
tion the receiver also has knowledge about the be used either as a joint equalization scheme
channel, then we can have joint transmitter- where part of the equalization is done in the
receiver equalization. This can be done in ap- transmitter and part in the receiver, or done
plications that are point-to-point, and where entirely in either the transmitter or the re-
the channel is time invariant or very slowly ceiver. There is one difficulty when one uses
varying. linear equalization in conjunction with a code

There will be some applications where that is designed for a white Gaussian noise
equalization cannot be done at the transmit- channel. The noise, after it passes through
ter. This includes, for example, broadcast this receive filter, becomes correlated at the
channels where you may have one transmit- input of the decoder, and that can create a
ter simultaneously communicating with two mismatch, and degrade the performance. But
receivers. In this case, since effectively the there is a simple way of getting around that
transmitter is seeing two different channels, by putting an interleaver in the transmitter,
it wouldn't know which channel to equalize, and a deinterleaver in the receiver before the
Another example where transmitter equaliza- decoder.
tion wouldn't be possible is a simplex chan- The second scheme is decision feedback
nel, where the measured channel information equalization. As I'm going to illustrate, it
cannot be sent back to the transmitter. plays a central role in combined coded modu-

There could be a third class, which I call lation and equalization. It turns out that the
"pure transmitter equalization." It may be performance of the ideal DFE is the perfor-
desirable to do equalization entirely in the mance that we should be trying to achieve,
transmitter. An example of this is a polling and we can in fact approach capacity with
system where one would like to achieve rapid an ideal DFE. However, in a coded system,
inbound training. If all the equalization DFE cannot be applied in a straightforward
is done in the transmitter, it's not nec- manner, because the decoder in a coded sys-
essary to train the receiver in every poll. tem has to delay decisions, whereas a deci-
This also avoids any address recognition re- sion feedback equalizer requires decisions for
quirements that are necessary for coefficient- feedback immediately. We proposed, some
storage schemes that use receiver equaliza- time ago, a scheme that uses interleaving in a
tion. somewhat different way to make delayed deci-

[VIEWGRAPH #4] This viewgraph shows sions available for decision feedback equaliza-
a brief summary of known equalization tion. It's used with a predictive-form decision
schemes for coded systems, some of which feedback equalizer and it works well provided
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that the feedback filter is not very long and a discrete equivalent form. Here I choose the
provided the system can tolerate long delays. transmit filter as simply a flat rectangular

The third scheme is maximum likelihood filter. The receive filter is chosen such that

sequence estimation. This is the optimum it provides whitening for the noise sequence,

receiver technique. Take any of the Unger- and at the same time it provides a causal

boeck codes, pass it through some channel response at this point (decoder input); I'm

filter, and then try to design your decoder going to call this minimum-phase response

in such a way that you not only decode the h(D). This is the same kind of filtering struc-

code, but at the same time resolve the in- ture that you would use in a decision feedback

tersymbol interference. It's well known that equalizer.

the complexity of maximum likelihood se- [VIEWGRAPH #6] So now the discrete-
quence estimation can be very high. In fact time channel that we have consists of a causal
it increases with the complexity of the code, minimum phase response, h(D), and a white
the length of the channel impulse response Gaussian sequence n(D). We encode bits
that is seen by the maximum likelihood se- into a sequence, e(D), and these are passed
quence estimator, as well as the number of through the channel filter and received at the
bits transmitted per symbol, which is typi- input of the decoder which tries to estimate
cally large in trellis coded systems. We pro- the bits. First, I'm going to illustrate the
posed a scheme, called RSSE, that reduces significance of the decision feedback equal-
the complexity of MLSE in a structured and izer from the channel capacity point of view.
systematic way. It uses set partitioning prin- I'm going to focus on the zero-forcing case
ciples to construct reduced-state trellises that because my main interest is at high signal-
can then be searched with the Viterbi algo- to-noise ratios. There are strong indications
rithm. There is an alternative way of achiev- that one could reach similar conclusions at
ing reduced complexity sequence estimation, low signal-to-noise ratios by using the mean
and that is the M-algorithm which is some- squared error criterion.
what less structured than RSSE. Maximum In the ideal zero forcing decision feedback
likelihood sequence estimation is of course a equalizer, we use the knowledge of the trans-
receiver technique and these reduced com- mitted symbols, in this case e(D), and pass
plexity versions could be very attractive if in them through a feedback filter to cancel the
fact we are not allowed to use any equaliza- tail of the impulse response h(D). Once you
tion in the transmitter. do that, you are left with a channel that has

[VIEWGRAPH #5] Now I'm going to turn essentially one term, the first term of the im-
to the case where I'm allowed to use transmit- pulse response, ho. This is a discrete-time
ter equalization. Here the transmitter has in- ideal channel with white noise. Interestingly
formation about the channel. I'm going to you can show - and this is due to Price, shown
describe a scheme called "trellis precoding." in a paper that was published in 1972 which
This scheme is also sufficient to approach ca- is, I believe, of very high importance and has
pacity and its complexity is not high; it ap- been overlooked until recently - that at mod-
pears to be a very practical system. Be- erate to high signal-to-noise ratios when you
fore I describe it, I want to first reduce this compute the capacity of the channel, this is
model that I showed (in the upper figure) to what you find (C = log2SIho12/No). Here, S
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is the maximum power that is available at coding) can achieve all of these.
the output of the encoder, the power con- [VIEWGRAPH #7] This is the only slide
straint, and No is the spectral density of the that I'm going to show describing the prin-
noise. This is saying that the channel ca- ciple of the scheme. The upper part is the
pacity depends on the impulse response of transmitter, the lower part is the receiver.
the channel only through the first coefficient, It may look complicated but actually from
h0 . It doesn't depend on the tail of the im- an implementation point of view it's really
pulse response. This is surprising because it's not. We have two trellis codes. One trel-
been argued in the past that one advantage lis code is used in the standard way, like
of maximum likelihood sequence estimation Ungerboeck did, to achieve large minimum
was that it exploited the energy in the tail distance. But there is a second trellis code
of the impulse response, and arguments were that we use which is much simpler; it doesn't
made that a DFE is in fact a suboptimum have to be a complex code; for example, a
structure. However, when you approach ca- 4-state Ungerboeck code could be sufficient.
pacity this doesn't hold anymore. You can That code is going to be used for precoding
show that a zero forcing DFE is in fact suffi- to achieve the performance of the ideal DFE,
cient to approach capacity. Furthermore, the and furthermore to achieve shaping to give us
channel that the zero forcing DFE constructs a Gaussian-like distribution to conserve aver-
or generates is an ideal channel. There is just age power.
scaling and white noise. Therefore we can use The encoder collects bits in groups, as in
the codes that were designel for the white Ungerboeck coding, and uses a trellis code.
Gaussian noise channel. In fact if one had This, for example, could be one of the 1- or
a code that could approach capacity on the 2-dimensional Ungerboeck codes, or it could
white Gaussian noise channel, you could take be a 4- or 8-dimensional Wei code, or any
the same code and use it here (on the dis- code that is based on binary lattices. This
torted channel) and it should also approach code adds redundancy and we obtain a new
capacity. The problem, of course, is that the set of bits. These are mapped with a simple
ideal DFE performance cannot be achieved mapping operation into a sequence of com-
because of the decision delays. plex symbols that I'm going call (D). This

One other comment: In order to approach mapping is, from a complexity point of view,
capacity, the transmitted symbols must have no different from the mapping that would
a Gaussian distribution, or, when you look be used in an Ungerboeck code. But it has
at it in higher dimensions, the boundary to satisfy certain requirements. The region
of the signal constellation in higher dimen- where z(D) has to lie is important.
sions must be a hypersphere. So an effective Now this sequence (z(D)) is passed
scheme that can approach capacity must be through a filter, g(D), which is the inverse
able to achieve this shaping gain, it must be of the channel h(D). That gives us the se-
able to preserve the coding gain of the en- quence zl(D). Then we pass zI(D) through a
coder that we get in the ideal channel, and decoder for the second code. So we are using
furthermore must be able to achieve the ideal a decoder in the transmitter, a decoder for the
zero forcing DFE's SNR performance. The second code, the code that is used for shaping
scheme that I'm going to describe (trellis pre- and precoding. It's a simple code, therefore
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this is a simple decoder. This decoder tries cases. If the channel was an ideal channel,
to select a code sequence, c(D), such that the the scheme becomes trellis shaping. This is a
mean square error between c(D)g(D) and the scheme that gives you only the shaping gain;
input sequence, zl(D), is minimized. I'm go- it has no precoding gain. On the other hand,
ing to say a little more on how this can be if you chose the second code to be just an in-
done, but let's continue and look at the out- teger lattice and made your decoder decisions
put. e(D) is then a sequence that is the input with no delay, then this becomes Tomlinson
z(D) minus the code sequence c(D) that is filtering, which was invented back in 1971.
chosen by this decoder times the channel in- [VIEWGRAPH #7] The decoder used in
verse g(D). After you pass through the chan- precoding is similar to a maximum likelihood
nel filter h(D), g(D) disappears, and we are sequence estimator. It's a decoder for a fl-
left with z(D) - c(D), which we call y(D). tered code. So its complexity can be high. In
So you can see that the sequence that we are fact the optimum decoder cannot be a trellis
going to receive is the input sequence z(D), decoder, it has to be a tree decoder. However,
except it's translated by a sequence -c(D) one could use reduced complexity decoding
from the shaping code. Then white Gaussian schemes like RSSE to drastically reduce its
noise is added. There is one requirement here complexity. We showed that one can use a
which can be satisfied easily; this second code trellis search based on a trellis that is only as
must be a subcode of the first trellis code. complex as the second code that you're us-
Then one can show that y(D) also belongs to ing. If you are itsing a 4-state code, you can
the first code. Therefore we can simply use get shaping gains that are often close to the
the same kind of decoder that we would use shaping gains that you get with trellis shap-
to decode the first code to obtain an estimate ing.
of the sequence y(D), and I'm going to call gthat (D). The complexity of this decoder is [VIEWGRtAPH #8] Some implementation
not higher than the complexity of the decoder issues. As I said, this is a practical system.that you would use on an ideal channel. Of course the transmitter has to have knowl-edge about the channel, and this can be done

Assuming that you haven't made any er- by using a training procedure before data
rors, you have recovered z(D)-c(D). It turns transmission starts. One could simply send
out, because of the region in which this z(D) proper training symbols from the transmit-
was chosen, a trivial decoder can extract the ter and adaptively learn a linear receive filter.
sequence z(D), even though we don't know This receive filter would in fact be the feed-
what c(D) is. Then a simple inverse mapping forward part of a decision feedback equalizer,
gives us the bits. which can be broken into two parts: a lin-

This scheme can achieve the full gain of ear equalizer, whose output is sampled at the
the trellis code, it can achieve the full gain baud rate, followed by the filter h(D). One
of an ideal DFE, and it can achieve nearly could learn the linear equalizer first and then
the shaping gain that can be achieved with learn h(D), which is actually a prediction er-
a scheme called "trellis shaping" introduced ror filter for the residual noise that we see at
by Dave Forney. [VIEWGRAPH #101 It has the output of the linear equalizer. The in-
in fact trellis shaping as well as the Tomlin- formation about h(D) could be sent back to
son filtering [VIEWGRAPH #9] as special the transmitter, and it can then be held fixed
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TRELLIS PRECODING

bits Trellis words Simple %()tea(D) a'DM NME c'(D)=c(D)s(D) e(D)=(a(D)-a:(D)lg(D)Coder Mapping se-IhD eoe

it Inverse x() Simple ylI(D-(D ML r rD)f"

Decoder Decoder y(D)-z(D)-c(D)

(Shaping) (Coding) w(D)

- A powerful trellis code is used for coding, another simpler trellis code is used for
shaping and precoding. Tomlinson filtering and trellis shaping are special cases.

- Achieves full gain of the code, full gain of ideal DFE and nearly the same shape gain as
trellis shaping.

-Shaping and precoding involves decoding a filtered trellis code; it can be implemented

using reduced-state sequence estimation techniques.

- Experiments show that for the 4-state 2D Ungerboeck code parallel decision feedback
decoding can provide nearly the same shape gain as trellis shaping.

VIE4GRAPH *7

CSI WS-5116189

SYSTEM IMPLEMENTATION OF TRELLIS PRECODING

Insert training
symbols here Gaussian

bits / FiQRTOF" Channel Receive I/- it

b Preceder NYQUIST Filter INFilter Decoder

-Peak-to-average ratio can be controlled. liT
Linear

-Can be made transparent to 90° or 180" -- Equalizer
phase rotations.I_ '_--_ _ _ _ _ _ _ _

-Insensitive to small coefficient mismatch; continue to Relay back to transmitter
adapt during for precoding, then

Noise Correlation can be used to monitor mismatch. precodins hold fized

- MSE criterion can be used to improve error rate at low SNR's.

- Increased sensitivity to phase jitter

- The baud rate (I/T) can be optimized using off-line channel probing.
VI 3wGRAPN *6
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TOMLINSON PRECODING
- M. Tomlinson (1971), H. Miyakawa and H. Harashima (1969)

4 4

-2.0 .0.5 t0.0 0.5 1.0

-At moderate -to -high bits/symbol, Tomlinson filtering can achieve
the performance of ideal DFE.

- This has no coding gain and no shaping gain.
-VIEWGRAP4 09
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TRELLIS SHAPING

*Forney (1989)
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during data transmission whereas the linear equivalent of the decoder is actually inside
equalizer could continue to adapt. the feedback loop and the g equals 1 over ...

Some system considerations: The peak-to- for reasons of stability, one thing, and for in-
average ratio of the system, if you don't do stance if you have a notch, at DC, or some-
anything about it, could be high, because thing like that in the channel, h(D), you're
you are getting shaping gain, your constel- basically increasing your sensitivity to round-
lation is becoming Gaussian-like. However, off error and that. So is that actually how
we found that we can put constraints, simple you're implementing it, or are you somehow
constraints, on the decoder in the transmit- sliding the decoder inside that filtering box
ter to control the peak-to-average ratio and to put a dynamic range limit on the outputs?
bring it close to what we would get on an EYUBOGLU: This doesn't have to be
ideal channel. We sacrificed little in shaping the way the scheme is implemented but I
gain. The scheme can also be made transpar- thought that this is probably the easiest to
ent to 90* or 1800 phase rotations. So if you understand. You can represent this whole
use a rotationally invariant code like the Wei thing in different forms.
code that is used in the V.32 modem stan- ALLEN LEVESQUE: Error Control
dard, then, provided you do the right things for the HF Channel
in the shaping and precoding process, the The title that you see here on the view-
whole thing can be transparent to 900 or 1800phase rotations, graph is somewhat different from what was

printed in the agenda. [TITLE SHEET] IWe don't think the scheme would be sensi- seemed to have come up with a third vari-
tive to small coefficient mismatch. As I said, ation of the title that combines equalization
at low signal-to-noise ratios the mean squared and coding. It seems to be a popular form
error criterion can be used; in fact, in prac- for titles here ... maybe there's a message
tice that's what you would probably be using there about what subjects we should be pu-

since it's easier to adapt. suing in the future. When Rob was organiz-

Finally, so far, I've assumed that the baud ing the session and asked us to prepare corn-

rate was fixed. But to approach capacity on ments on various aspects of adaptive coding,

an arbitrary channel, one would have to opti- he also made the comment that we should
mize the baud rate as well, and that could add some remarks about what we saw as fu-
be done using an off-line channel probing ture worthwhile areas of research that should
scheme. be pursued, items of particular importance

I have one more slide on transmitter equal- that should be given some emphasis. I took a
ization, but I'm going to stop. If you have cue from that and, rather than talking strictly
any questions I can show that later on. about adaptive coding, what I'm going to talk

JOHN CIOFFI: On your trellis precod- about is a somewhat broader idea of adapta-
ing node, the one slide that you had up, I tion that would use capability that is avail-
wonder if you could put that back up and able or is going to become available in various
I'll quickly ask the question. You have there adaptive equalizer modems for radio chan-
g(D) = -h(') just preceding the minimum nels, and to use that capability in conjunc-
mean square error decoder. A typical ap- tion with coding to try to do a more powerful,
proach with Tomlinson filtering and such, the certainly a more flexible, job of adaptation to
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COMBINED ADAPTIVE EQUALIZATION
AND ADAPTIVE CODING

FOR HF LINKS AND NETWORKS
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both links and eventually in networks. The stationary. Typically HF channels are talked
talk is going to concentrate specifically on HF about in kind of a rough classification; that is,
channels. their fading characteristics as being separable

HF is certainly of importance to the Army, into short-term, well-known, Rayleigh fading,
one of our sponsors here, and other branches complex-Gaussian fading, and long-term fad-

of the military. It's a medium for which we ing which is approximately log-normal. This

in our own company, and other companies as is a rough characterization, but it's useful to

well, have done a lot of work in developing think about the channel that way.

a variety of modems, both conventional and It would be very desirable in trying to de-
frequency-hopped, though I'm not going to sign systems for HF channels and eventually
get into the issues of AJ today. Besides that, HF networks to be able to go to a book or
HF seems to be almost everyone's favorite a library or database that would provide us
multipath fading channel. It's so troublesome the statistics on the various combinations of
that we can continue to come up with clever channel characteristics. By this I mean signal
tricks that we can develop and test, and if strength, and multipath, and Doppler, and
they don't work as well as we'd like we can I'm not going to go off into these in detail be-

always shake our heads and say, "Oh, well, cause Seymour Stein may comment on some
you know what HF is like, but next year we'll of these same issues. In fact, if anyone wants
have a better idea." a good, quick learn on HF, I certainly recom-

[SHEET #2] I'll say just a little bit about mend the article that Seymour wrote in the
HF channel characteristics, but I really won't February 1987 issue of the JSA C. I'll mention
have to say much because this was covered some of the points that he raised. It would
very well in Phil Bello's talk yesterday and be nice to be able to say that if the signal
the discussions that went with that. I'd like strength is such and such, then we will also
to say just a little bit about networking and know that the multipath spread is as follows,
about the developments that have been going and would know better how to adapt the mo-
on in applying adaptive equalization to radio dem or make a selectirn of modem or cod-
channels. We've heard a lot about adaptive ing for the channel. Unfortunately that sim-
equalization this morning and again with Ve- ply does not exist. There are broad statistics
dat's talk on another area. There are some about the characteristics of the channels in
special issues that arise in radio channels that these various categories, but that ideal source
need to be talked about. And I'll talk about of multivariate statistics simply does not ex-
some comments for combining these forms of ist. So with all of this it would be very desir-
adaptation. able in designing HF links and networks to be

[SHEET #31 We all know that HF is a able to provide means of adaptation to both

notorious multipath fading channel. In his short-term and long-term variations, and be-

talk yesterday, Phil Bello emphasized some- ing able to do this with the lack of the kind

thing that I really should have included in the of data that we would really like to have to

slide in probably big, bold letters, and that is design the links optimally.

that HF is a nonstationary channel. It's non- [SHEET #4] I want to comment on HF
Gaussian but perhaps the more troublesome networking because people in many organi-
aspect is the fact that it can be very non- zations are coming to the realization that the
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HF CHANNEL CHARA(TERISTICS

* MULTIPATH, FADING, NONSTATIONARITY

* SHORT-TERM (RAYLEIGH) AND

LONG-TERM (LOG-NORMAL) VARIATIONS

* LACK OF MULTI-VARIATE STATISTICS FOR HF

* DESIRABILITY OF ADAPTATION TO BOTH
SHORT- AND LONG-TERM VARIATIONS

" (REF.: S. STEIN, JSAC FEB87, pp. 68-89)

SHEET 03
CSI WORKSHO •l MI (4)

HF NETWORKING

* CONNECTIVITY WILL RELY ON MULTI-LINK ROUTING

* USEFUL TO "NEGOTIATE" BEST LINK THROUGHPUT
RATE TO ESTABLISH END-TO-END CONNECTIVITY

• ADAPTIVE EQUALIZATION OR ADAPTIVE CODING
ALONE MAY NOT PROVIDE SUFFICIENT FLEXIBILITY
FOR THROUGHPUT OPTIMIZATION
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way to make full use of the HF medium is really makes sense to me to have the label
going to be through networking. There's cer- "adaptive" is various forms of hybrid ARQ.
tainly work going on in the services on various I've written this here just to define a few
aspects of networking. There's work going on terms for the sake of some people that might
inn techniques for automatic link establish- not be familiar with these terms, and also to
ment which is a vital ingredient in getting a try to make a start toward a definition. I can
network up and making it work. But just to say what I don't regard as "adaptive" and
say a couple of things ... certainly connectiv- that's the simplest forms of ARQ with sim-
ity in HF has to rely on multilink routing. A ple repetition. By the way, the term hybrid
very simple example of this could be simply refers to the incorporation of error correction
sketched here by noting that if we want to with error detection. Simple ARQ you simply
get from point A to point B at a given time block the data, attach error detection pari-
of day or night there - at that distance, even ties to every block and repeat the blocks that
if it might be a relatively short distance of don't make it. Hybrid incorporates forward
a few hundred miles - there may be no HF error correction and that's well established to
frequency available to make that connection. be the right way to do it. Simply repeating is
However, we might be able to get from point not what I call adaptive any more than redi-
A to point C through a channel on a much aling the telephone when you don't get your
longer link and then back to point B. That, party is adaptive. I think the term adaptive
in a snapshot, is the kind of thing that effec- is properly applied when we at least begin to
tive and efficient HF networking will enable talk about saving and combining code blocks
us to do. When you lc-k at dependence upon that were previously transmitted with newly
multilink routing like this, one of the issues transmitted code block. Simple versions of
that comes up is trying to match data rates this have been looked at; for example, major-
on the links that you're putting together to ity voting across copies.
try to make the circuit. It would be useful to Rob referred to code combining, defined by
have the capability to, for example, negotiate Chase, in which simply speaking you send
the best link throughput on two or three links a forward-error-correction code; if it doesn't
in cascade in order to be able to establish decode properly you send another copy and
the end-to-end connectivity. The real point you combine these on a steady signal Gauss
I want to get to here is that adaptive coding noise channel. You would do, in fact, opti-
individually or adaptive equalization by itself mal coherent combining. Without saying a
may simply not provide the kind of flexibil- lot about it if you implement this as it's prop-
ity that we would like to have for through- erly defined with maximum likelihood decod-
put optimization or for operating effectively ing, it's a very efficient scheme because on a
in networks. steady signal Gauss noise channel, the com-

[SHEET #5] Rob was kind enough to make munication efficiency as measured in Eb/No

a few remarks about adaptive coding to save stays exactly the same regardless of how

me a few words. I'll get down to the point many copies you have to combine.

here on my own view. That is that while the There are other refinements of hybrid ARQ
name has been applied to a number of coding that have been looked at. (See Bibliography.)
techniques, the only area of techniques that Type-II hybrid ARQ is an efficient adaptive
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HYBRID FEC/ARO CODING TECHNIQUES

NONADAPTIVE
- HYBRID FEC/ARQ WITH SIMPLE REPETITION OF

ENTIRE CODE BLOCKS ("TYPE-I")

ADAPTIVE
* HYBRID FEC/ARQ WITH COMBINING OF PREVIOUS

COPIES ( SINDHU; LAU & LEUNG; BENELLI; CHASE;
KALLEL & HACCOUN, etc)

* HYBRID FEC/ARQ WITH INCREMENTALLY
TRANSMITTED REDUNDANCY, "TYPE-Il"
(MANDELBAUM; METZNER; LIN & YU; etc.)

• TYPE-Il HYBRID FEC/ARQ WITH CODE COMBINING
(CHASE et. al.; KALLEL & HACCOUN, etc.)

" GENERALIZED HYBRID ARO, USING (mk,k) FEC
CODES, mk2, (KRISHNA, MORGERA, ODUOL)

• RATE-COMPATIBLE PUNCTURED CONVOLUTIONAL
CODES WITH ARO (HAGENAUER; KALLEL & HACCOUN)
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ADAPTIVEL Y EQUALIZED MODEMS FOR HF

* SINGLE-TONE MPSK MODULATION WITH
FORWARD-ERROR-CONTROL CODING

• USE CHANNEL EQUALIZATION (e.g., DFE) OR
COMBINED CHANNEL & DATA ESTIMATION (DDE)

* EQUALIZER PROVIDES A BUILT-IN QUALITY
METRIC ( MEAN SQUARE ERROR)

* CAN BE MERGED WITH ADAPTIVE CODING
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scheme in which only error-detection parity marrying of that characteristic of the source
checks are sent when the channel is good, with the rate-compatible punctured codes
and error-correction parities are sent when and their properties is a very interesting one.
the channel is bad. In a refinement called Hagenauer has done some work in wrapping
Generalized Hybrid ARQ, each retransnis- ARQ around that kind of technique.
sion is used to send new parity blocks. In
other words the parities that are sent on the Let me draw one more little sketch here.
resend are parities that actually change the What a number of these refinements of hy-
structure of the code with each arriving new brid ARQ are doing can be kind of summa-

set of parities to improve the distance of the rized very briefly. What you're trying to do
code. Work had been done early on by Met- - and I'll just say this is channel quality to

zner, Krishna, Morgera, and Haccoun, and make a crude sketch and code rate here. Each
some other people in Canada have been fur- of these designs is based on some code which
ther developing those ideas. is ... you can think of it this way ... of a

set of codes that ranges between some maxi-
The last item I put on here, it's relatively mum rate and some minimum rate. Depend-

new work and I find it very interesting. Be- ing upon how many times you're willing to
ginning with the work of Hagenauer looking resend, that rate can be some very low num-
at rate-compatible punctured convolutional ber down near zero. You're in some way try-
codes that have a lot of interesting proper- ing to design a technique that will gracefully
ties and are decoded with Viterbi decoders. match the code rate to the channel quality.
The idea here is that the design is based on But the point - and a lot of these refinements
what's called a mother code, which is the low- here, this and this, for example, have to do
est rate code that you will use in the channel, with providing some finer intermediate steps,
and higher rate codes are created by punctur- whereas for example simple code combining
ing symbols out of the stream that leaves the would go from rate 1/2 down to rate 1/4 and
encoder. This technique has a lot of interest- down to rate 1/6. Some of these other tech-
ing characteristics. One of them is you can niques provide for a finer grid, if you will, of
do the puncturing in a way that the bits that code rates. But the point I want to get to
are delivered by the decoder on the receive is that when you commit yourself to a design
end are delivered with different levels of re- like this, you're living with some maximum
liability. In other words, the post-decoding code rate. One of the aspects of simply try-
bit error rate is actually different for different ing to use hybrid ARQ to adapt to channel
bits leaving the decoder. Some work has been quality is that you can certainly see when the
done by Hagenauer and some people at ATT channel is getting poorer because you're de-
Labs. tecting errors. When the channel goes into

Looking at, for example, applying that a region of good quality, the decoder doesn't
technique to coded speech transmission with really give you information as to how much
any one of the waveform coders, I think it's better the channel is getting. In other words
well known that different bits in the encoded it doesn't really tell you how much better you
stream are more or less critical for reconstruc- could do in terms of throughput if you were
tion of the speech. True with sub-band de- to shift to a completely different code design.
coders, with the LPC family, etc. So the I'll come back to that point in a moment.
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[SHEET #61 We've heard a lot about adap- ship but zoughly speaking it's a good way to
tive equalizers here, but I just want to make think about it.) A very small change in the
a few comments regarding the considerable channel structure can result in a large change
work that's been done and being done to de- in the equalizer, and the equalizer tracking
sign adaptively equalized modems for radio algorithm has the job of rapidly adjusting
channels. Again, a lot of attention to HF. to that. This scheme (Data-Directed Esti-
They're all based on single tone, M-ary, PSK mation) gets around that problem, and it's
modulation, and they all have some form of been demonstrated with simulations that this
coding incorporated into them. They use - technique in fact does a better job of track-
and I'm making a distinction here - chan- ing rapid changes in the channel structure.
nel equalization, for example decision feed- I don't think I want to take any more time
back, or combined channel and data estima- with that. I'll just leave with the comment
tion. Let me just say briefly what I mean. that the reason John Proakis didn't call this

I had a discussion with John Proakis af- out as a special technique is that asymptoti-

ter his talk this morning. [SHEET #7] John cally when it converges the performance will

included this in the category of decision feed- be the same as a decision feedback equalizer.

back equalization, but it's really different. But the tracking characteristics are different

It's not really equalization. This is a form and the reason that I bring that up is that

that has been implemented that has resulted even the best of equalizer designs will once in

in a very effective modem design. [SHEET a while lose track of the channel and result in

#81 Here's a preamble and, in simple terms, bursts of errors. I'll come back to that point

the transmission format is alternating blocks in a minute.

of training data and source data symbols. The last two points I wanted to make here
In the nutshell what's going on is that the is that these equalizers provide a built in
blocks of training data are used to estimate channel quality metric. They provide a mean
the channel using, for example, a classical square error that's used in the tracking al-
LMS technique, Levinson recursion for exam- gorithm and other information that could be
ple. Then when the channel impulse response used, for example, to derive a signal-to-noise
is known, the data block is estimated again ratio estimate. So that kind of a built-in mon-
by LMS estimation. So what's really being itor of channel quality can then be used as a
done here is channel estimation and data es- tool to help with the adaptive coding.
timation, and the algorithm flips back and [SHEET #91 I'm trying to indicate here in
forth between the two. one simple diagram the notion of using this

My point in bringing this up is that the capability and the signal processing capabil-
reason that this particular technique was de- ity in the adaptive equalizer modem to im-
vised was that it was based on the observation plement several forms of adaptation on the
that on HF channels, for example, there can HF l-'nk. The signal-to-noise ratio estimate
be some very abrupt changes in the channel could be used with a threshold test to re-
impulse response. An equalizer has a rough train the equalizer to get out of the really
inverse correspondence of channel transfer bad fades that send the equalizer off track.
function to the the equalizer response. (We They could also be used to change the mod-
know that it's not an exact inverse relation- ulation alphabet. There are a couple of stan-
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DATA-DIRECTED ESTIMATION (DDE)

FOR FADING CHANNELS

* A HIGHLY ROBUST TECHNIQUE FOR FADING
MULTIPATH CHANNELS

- KNOWN (TRAINING) DATA BLOCKS ALTERNATED
WITH UNKNOWN (SOURCE) DATA BLOCKS

* RECEIVE PROCESSING ALTERNATES BETWEEN
CHANNEL ESTIMATION AND DATA ESTIMATION

• ESTIMATION LESS SENSITIVE TO RAPID CHANNEL
CHANGES THAN EQUALIZATION

* EXPERIENCE WITH DDE HAS INFLUENCED TWO
NEW MODEM STANDARDS (NATO STANAG 4285
& MIL-STD-188-110, REV 2)

SHEET *7

CSI WORKSHOP. SO &89 (4)

DATA-DIRECTED ESTIMATION

CD 
DE

TRANSMISSION FORMAT:
RECEIVE ..
M DATA & SYBL SYMBOL$ SYMAB RHC AA hHO

N TRAINING 9YYOtJ UVMSOS 3Y1OA l SYMUL
SYMBOLS;
SETI- I

. UPDATE CHANNELt.) TAP WEIGHTS NO I _ MA Y EUR

SOLVE 2 END

FOR M DATA SYMBOLS;
SSYMBOLS i.

SET M 71 -41m (LMS) MI Ml •2

NO

SHEET *S

C31 WORKSHOP •/1 &9K9 (4)
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MODEL FOR COMBINED ADAPTIVE EQUALIZATION
AND ADAPTIVE CODING

ENCODER MODULATOR11 FORWRD_ RECVAI DECODER
TRANSLWITER CHANNEL D130

•RETRAI CL
CHANGE • ARO
MODULATION CHANGE CODE
ALPHABET

RETURN 4
CHANNEL

SHEET #9

CSI WORKSHOP 5/16&89 (4)

MODES OF ADAPTATION

CONDITION ADAPTATION

* SHORT-TERM FADING • HYBRID ARQ (ADAPTIVE)
AND IMPULSE NOISE

" SEVERE FREQUENCY- - RETRAIN EQUALIZER ON
SELECTIVE FADING REQUEST (WITH GO-BACK-N)
(EQUALIZER DROPOUT)

" LONG-TERM FADING • CHANGE DATA RATE
OR CHANNEL DEGRADATION (MODULATION ALPHABET),

AND/OR CHANGE CODE

SHEET 910

CSd RISHOP-V&n (4)U 353
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dards being written. There is a version of and prolonged frequency selective fades that
MIL-STD-188-110 that will call out a single might cause the equalizer to drop out, can be
tone modem with a number of parameter se- dealt with by retraining. The very long term
lections. (See Bibliography.) There is also a characteristics, when the channel at that par-
NATO standard working its way through the ticular frequency begins to degrade, perhaps
approval process that will call out a transmis- the use of that channel can be prolonged
sion format for adaptive equalization. I know by changing the data rate through selection
the Army has a program in which they have of modulation alphabet and/or changing the
funded some developments and implementa- code.
tions of adaptive equalizer modems. Those I had a few more slides but because I've
will all be built with a number of selectable run out of time I will just look for my sum-
modulation alphabets. So changing the mod- mary slide. [SHEET #11] So I'm suggesting
ulation alphabet is certainly one of the things this is an interesting and perhaps productive
that can be done. In addition to doing sim- area for new work: looking at ways of merg-
ply hybrid ARQ, I'm suggesting the possibil- ing the processing capabilities and the algo-
ity of actually using an adaptive algorithm to rithmic capabilities that are going to exist in
change the code selection as well. these new adaptive equalizer radio modems,

The other point that I would want to make and work this together with adaptive coding
is one that has been made by a couple of to do a better job of making use of HF chan-
people already, and that is that even though nels and eventually HF networks. Thank you.
there's a coder built into the modem, that is ROBERT PElLE: Adaptive Channel
not going to help you keep track of the chan- Modeling Using Hidden Markov Chains1

nel. Because, for the reasons that have been Abstract
discussed, you're not going to take the output We consider the use of hidden markov mod-
symbols from the decoder which may, in fact, els and the forward-backward estimation al-
also be coming out of an interleaving buffer gorithm for real-time channel modeling and,
which further increases the delay. You're not hence, for automated adaptive forward error
going to try to bring those back and feed them correction coding. Extensive computer simu-
into the equalization process. So even though lation results are presented and interpreted.
you may have a very effective coder that has Design issues for adaptive protocols are ex-
been selected to operate with a given equal- posed and discussed. The primary focus is
izer mode, that coder really doesn't help you on digital errors typical of poor quality HF
keep track of the channel. skywave communication and use is made of

I'll finish up with this one. [SHEET #10) work on markov modeling of these channels

What I'm suggesting here is looking at multi- by previous workers [4-6]. Modifications for

ple modes of adaptation in which the kinds of less disturbed channels are discussed.

things we would ordinarily do such as hybrid 1. Introduction and Discussion

ARQ might be done to deal with the short- We consider the use of hidden markov mod-

term channel characteristics (fading, impulse eling and the forward-backward algorithm [7]
noise, short-term interference, some forms of This work was supported in part by the U.S.
jamming in frequency hop systems). The Army Research Office under Contract No. DAAL03-
more severe problems in the channel, the deep 88-K-0168.
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for adaptive channel modeling and, hence, for some arenas, essential. For example, conver-
adaptive coding. Before presenting the re- sation with military instructors indicates that
suits and details of the models, we consider increased training time for non-specialist mil-
the motivation for adaptive coding and the itary operators is expensive and impractical
present state of coding technology. to the point of making operationally complex

tactical equipment unacceptable. Faced with
Presently, a system designer is faced with a growing technical sophistication and with

large variety of commercially available coding need to reduce operational complexity, the

techniques. In regard to the choice, the stan- need for fully automated adaptive systems

dard advice is to "know thy channel" and pick rses.

a code accordingly. This ignores the practical
point that few system designers know their There are many different definitions and
channel perfectly or that there might not be possibilities for adaptive coding systems. In

a single system-wide stationary channel even this article, an adaptive coding scheme has

approximately knowable! Although this was the form depicted in Figure 1. There is a sin-

not the case for the traditional breakthrough gle duplex link between two communicating

areas of coding, e.g. commercial satellite agencies A and B. (In fact, adaptive coding

links, the problem of apt code selection is be- can be considered on the network level and
coming acute in both commercial and mil- the half-duplex level. Although this is not the
itary communications. In the commercial case considered in this article, the results are

scenario, d-ta communications are being ex- relevant for these other scenarios.) The traffic

tended to mobile communications, e.g. the is encoded by A, sent across the link, possibly

Automated Train Control System (ATCS) corrupted by noise and decoded at B. To cor-

[50], data over FM radio and cellular radio. rect errors, it is necessary to locate errors and

There are obvious problems when the channel such location data is valuable information on

conditions are also variable and the noise lev- the link performance. This location data,
els prevent ARQ techniques alone from being which may be viewed as self-derived side-

adequate. In the military scenario, the spread information, is fed to a database of statistics.

of data communications to tactical as well as The database is processed in order to get a
strategic communications can change the fre- detailed verdict or update on the statistical
quency range, the mode of propagation and mechanism producing the noise. Upon the
increase the amount of deliberate or acciden- basis of the noise classification, A and B ne-

tal interference. Given a diversity of chan- gotiate and agree upon the most appropriate

nel conditioz, and the availability of multi- code for the channel in the A to B direction.

code implementations, the logical response is An identical process negotiates the most ap-
to select a family of codes capable of meet- propriate code in the reverse direction.
ing the majority of cases in which communi- It is important to note that adaptive cod-
cation is required. This raises a control is- ing works in a different fashion on different
sue: how is the most suitable member of the channels. Some channels are noisy but sta-
family selected? Even for specialists, man- tistically stationary, i.e. the conditions are
ual selection can be difficult on "real" chan- not time-varying. For such channels adap-
nels. From the point of view of efficiency and tive coding amounts to an automatic config-
ease of use, automation is desirable and, in uration upon activation. Other channels are
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not stationary and the quality worsens and sor power makes the implementation of
improves with time, e.g. the notorious HF short binary block codes extremely sim-
skywave propagation media. In this environ- ple.
ment, adaptive coding is constantly checking
and changing the strength of the code. In 4. For harsh channels, concatenated codes
such extreme circumstances, a fixed code will are well-suited. Concatenated code
not be even approximately suitable; if the places two codes in series. The code
code were chosen to match one of the many nearest the channel is known as the in-
"worst cases," it will be extravagantly redun- ner code and is either a short binary
dant for the benevolent periods of channel code or a convolutional code. By com-
quality. Conversely, if it is suited for the good ments 1) and 2) above, there are many
periods, it will collapse during the poor pe- choices available for the inner code. The
riods. Neither extreme is acceptable and the other (outer) code is, for sound techni-
code needs to be changed in reaction to the cal reasons, nearly always an RS code.
conditions. If the decoders are working, they By comment 2) above, there is a very
have all the information necessary to achieve large choice for this outer code. Conse-
this adaptation. quently, the range of concatenated codes

Besides desirability, the other motivation available for selection, even using present
is technical feasibility. There are several in- day equipment, is large.
depth articles that chronicle the acceptance Returning to Figure 1, it is immediate that
and proliferation of error correction tech- e tuccess o F i e odi s hem e will
niques and the increasing strength of im- the success of an adaptive coding scheme will
plementable codes working at practical data rely upon the efficiency of the method used
rates [50-52]. To give some examples of read- to monitor the error data and classifying the

ily available forward error correcting technol- noise mechanism. The method reported upon

ogy: is that of hidden markov modeling. Section 2
describes the method of hidden markov mod-

1. Qualcomm, Inc., offers a 17 Mbps VLSI eling, presents a rational for the selection of
convolutional decoder and encoder that this technique and describes the application
has four different code options. CoM- of the powerful forward-backward algorithm
petitors are working on similar 20 Mbps for finding an estimate of the stationary hid-
devices, den markov model and best approximates a

2. Cyclotomics, Inc., make a unit called the finite sequence of channel errors. Section 3
describes the codes and channel models se-BCM2000 that offers a large array of user lce o iuainadScin4peet

selectable options as to Reed-Solomon lected for simulation and Section 4 presents
(Scableinterlen options a mon- results. Section 5 discusses the results and
(RS) code, interleaving options and con-

catenated options. Although the perfor- system issues. Section 6 discusses areas for

mance difference between many of the future work. Section 7 presents conclusions.

codes is not large, about 100 different 2. Hidden Markov Modeling

RS codes are available for selection on 2.1. Description of the channel and
the BCM2000. simulation model

Figure 2 shows the additive error chan-
3. The growth of memory size and proces- nel that was investigated. A digital data
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